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Preface

It is a great pleasure to write this preface to the book where articles prepared for the XVII
CLCA Latin American Conference of Automatic Control are published. Fifty nine (59)
excellent quality articles are certainly very impressive. These articles present the latest
advancements and applications in 16 different areas, including the traditional areas and the
relatively new biomedical and bioprocesses areas. The authors, all Latin-Americans, come
from throughout the American continents and some from Europe.

The main purpose of these conferences is to promulgate advances, sometimes including
mistakes that have been made to avoid committing them again. Being the promulgation of
advances the main objective, the XVII Conference has achieved its mission with me. Only
reading the titles of the articles related to process control has been enough to satisfy it. I'm
ready to read and learn.

All this is essential for the advancement of science and technology, and for human relations
between the countries represented at the Conference. But there is another aspect that I think
it's important, and that is the students - our future. I sincerely hope that the articles in this
book, and the presentations at the Conference serve as a motivation to students to engage in
the research and application of automatic control.

Congratulations to the Committee of professionals in charge of the Conference, to the authors
in their magnificent work, to all the participants, and to the students, good luck!

Carlos A Smith, Ph.D.

Professor Emeritus



Outlook of this book

We are glad to present to the scientific community this book entitled “Impact and Advances
of Automatic Control in Latinamerica” as a representative and special sample of the
contributions from ten countries from America and Europe. For this edition, we selected fifty
nine papers surprisingly classified in 16 areas onto the Automatic Control field.

It seems that the recent advances in the knowledge about the human being motivate the
development of new theoretical and applied subfields promoting the people welfare as
objective function for all our control systems designs and applications.

Artificial intelligence, Automation, Biomedical/bioengineering, Bioprocesses, Intelligent
control, Linear systems, Mobile robots, New energies, Nonlinear systems, Observers,
Optimization, Power systems, Process control, Process control/green houses, Robotics and
Signal processing are the selected topics that we want to share with students, researchers and
practitioners.

Even if we couldn’t agree about the classification of the papers in those areas, we are very
happy to introduce the result of the hard work of many people that generously shared their
new knowledge and smart solutions to specific problems with our very hard-to-believe
community.

Here you can find a compendium of contributions that reflect such a wide variety in our field.
From the mathematical formalism of the Control Theory and Signal Processing to the
concern about the solution of problems related to traffic, new energies and differently abled
people, among others.

We hope you enjoy as much as we did the reading of these papers and highly encourage you
to follow the steps of the ones that everyday work to do Science from the Control
Engineering point of view.

We would like to acknowledge Luz Elena and Alejandro for their incomparable support.

The Editors
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A Hamiltonian approach for stabilization of
Microgrids including Power converters

dynamic

*

Sofia Avila-Becerril* Gerardo Espinosa-Pérez *

* Facultad de Ingenieria, Universidad Nacional Auténoma de México,
Edificio de Posgrado, 20. piso, Ciudad Universitaria, 04510 México
D.F., MEXICO (e-mail: soavbec@comunidad.unam.mx;
gerardoe@unam.mz).

Abstract: The Microgrids are part of a special class of power systems that offer an attractive
option for the use of sustainable energy. The study imposes several challenges from the point of
view of control; in the literature this problem has been addressed by assuming that the dynamics
of power converters has been drastically simplified. In this article, we exploit the Hamiltonian
structure exhibited by the network and we develop a distributed control scheme for a mesh

topology including dynamic converters.

Keywords: Power Systems, Hamiltonian, Microgrids, Passivity.

1. INTRODUCTION

The evolution of Electric Power Systems has lead to the
conception of a special kind of networks called smart grids
(Farhangi (2010); Fang et al. (2012)) which join infor-
mation technology with power systems engineering and
has caused a change in the paradigm of Electric Power
Systems. The Microgrids are part of these intelligent net-
works and according to Fang et al. (2012) are groups that
combine loads, lines and distributed generation sources
(e.g. solar panels and small wind turbines) interconnected
with the main network via power converters.

On the one hand, Microgrids offer an attractive solution
for sustainable energy power supply since they are based
on the use of renewable energy sources, leading to a semi-
autonomous distributed generation network capable to
satisfy the requirements of (relatively) small communities
as stated in Guerrero et al. (2013). On the other hand,
the aforementioned characteristics still imposes theoret-
ical challenges (see Hill and Chen (2006)) like stability
properties analysis, design of protocols for reliable energy
dispatch, achievement of power quality standards, among
others.

From an structural point of view, the main complication
to design, analyze and control, comes from the fact that
due to the heterogeneous nature of the energy sources it
is necessary to include, for each of them, a power con-
verter whose objective is to shape the generated energy
to make it compatible with the rest of the system. This
situation imposes a two—level control problem since the
power converters must be individually controlled first, to
later on approach the control problem of the complete
grid. The usual way to address the problem is with the so-
called droop control (see Lasseter (2002); Barklund et al.

* Part of this work was supported by DGAPA-UNAM under grant
IN116516.
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(2008); Pedrasa and Spooner (2006); Marwali et al. (2007)
and references therein) where, in general, assumptions as
constant voltage amplitudes and a simplified model of the
power converters are needed. While the results are based
on graph theory. Simpson-Porco et al. (2013) show that
the model of the Microgrid, consisting of loads and power
converters equipped with frequency droop controllers, can
be equivalently represented as the model of coupled os-
cillators. In this case, the attention is restricted to the
active power flow under the assumption that the voltage
magnitudes are fixed on each bus. In another general
study, Schiffer et al. (2014) assume that the Microgrid has
been reduced by the Kron reduction (also see Dorfler and
Bullo (2013)). These converters are modeled as a chain
of integrators, so that all nodes have a power converter
and a frequency and voltage droop controllers can be
implemented, the last allows them to propose a stability
analysis of the Microgrid in terms consensus.

It is clear that considering simplified models for the power
converters limits the possibility for including important
phenomena exhibited by Microgrids like the related with
power quality issues and disturbances during the operation
of the power electronics based devices. Thus, in this paper
the control problem of Microgrids including the power
converters dynamic is approached.

This contribution considers, as illustrative case study, a
meshed network equipped with energy sources that are
connected to the grid via DC/AC converters. The control
problem is to design a control law for the converters such
that the closed—loop system achieves a prescribed power
flow. The desired power flow is viewed as a desired tra-
jectory for the Microgrid and the corresponding tracking
control problem is solved. For this, it is exploited the
Hamiltonian structure exhibited by the power converters
and the network itself. In this sense, the whole system
is represented as the interconnection of port-controlled



Hamiltonian systems via another port-controlled Hamil-
tonian system (PCH). As a result, the controller design
and the stability analysis are remarkable simplified. Relax-
ations of some assumptions, technical proofs and extensive
numerical testing are deferred to a journal article follow.

The rest of the paper is organized in the following way:
Section 2 presents the Hamiltonian model for the meshed
network. Section 3 is devoted to the power converter
model and the design of local controllers. In Section 4 the
complete system is presented and its stability properties
are stated. Finally, the desired steady—state behavior is
formulated in Section 5.

2. MICROGRID STRUCTURE

A Microgrid is an electrical network connected to a dis-
tribution system, of low and medium voltage, combining
(typically renewable) energy generating units and loads.
In the network can be identified: Distributed Generation
(DG) units, power converters, transmission lines and loads.
In this section the mathematical model of each component
is presented from PCH perspective, later to present a com-
prehensive and modular model of Microgrid. Finally, the
control law for the inverters are extended to a distributed
control law that stabilizes the complete Microgrid.

2.1 Network dynamical model

In this section the structure and dynamic of the net-
work that interconnects the generation systems (i.e. power
converters) with the loads are addressed. The network is
viewed as an electrical circuit showing that its dynamic
behavior corresponds to the exhibited by a Hamiltonian
system. An approach based on Graph theory (see Bollobds
(1998)) that closely follows Avila-Becerril et al. (2015) is
considered.

Consider that the power network is represented by a
graph composed by n nodes and b edges. Hence, there
exist n — 1 independent current constraints and b —n + 1
independent voltages constrains, established by Kirchhoff
laws. Consider now a given tree of the circuit (integrated
by the n nodes and n — 1 edges such that no loops are
formed) and its corresponding co-tree (given by the set of
b—(n—1) edges that do not belong to the tree). Under these
conditions and exploiting the concepts of basic cutsets
and loopsets of the graph (also see Wellstead (1979)), the
current and voltage constraints can be obtained as

it

|-
1

; (a7 1|

(I H] [ ] =0 (1)

where the matrix H € R(*=Dx0=(=1) known as the fun-
damental loop matriz, completely characterizes the topol-
ogy of the circuit, while I is a generic identity matrix of
proper dimensions. From (1) above, it is clear that the
structure of H determines how the tree currents and the
co-tree voltages can be generated as linear combinations
of the co-tree currents and the tree voltages, respectively,

via

iy = —Hie, ve= H"v,. 2)
The entries of H (and HT) are 1 if a co-tree current (a
tree voltage) points into a given basic ambit (decreases in

12

the same direction than a given basic loop), —1 if points
out the basic ambit (if decreases in the opposite direction
than the basic loop) and 0 if does not belong to the basic
cutset (basic loopset).

As usual, the lumped elements are of three kinds, namely,
sources, energy stores (inductors and capacitors) and dis-
sipators. Besides, as in Brayton and Moser (1964), it is
considered that the circuit is complete, so that the sources,
the capacitors and some (voltage-controlled) dissipators
are considered as branches while all the inductors and some
(current-controlled) dissipators are chords, leading to the

partitions
’il (% .
. . . 1R VR
iy = [WJ];WZ lvcl;zc= {.c]; vc=[ C}
. 1L, VL
Rt VRt

(3)
where v1,i; € R™ are the port variables of the sources,
ve, o € R™ the variables associated with the capacitors
and vpe,ige € R™ the corresponding to the tree dissi-
pators, such that n; + ng + ng = n — 1. For the co-tree
variables, vge,igre € R™ conform the co-tree dissipators,
while vy, i;, € R™ the inductors, with ng+ns = b—(n—1).

Under the partition presented, the matrix H takes the
Hir Hip
Her Her

form
Hgrr Hpyr

where each sub-matrix, of appropriate dimensions, repre-
sents the interconnections among the different tree and
co-tree elements.

(4)

The port variables of the capacitors and inductors are
related with the energy function of the network H,
R™2*"5 — R defined as

Ho(gosAL) =Y Haci(gei) + Y Hani(Ari) — (5)
i=1 i=1

where gc; € R is the i-th entry of the electrical capacitor
charges vector gqc € R? and Ar; € R the i-th entry of the
linkage inductor fluxes vector A, € R®. Then, it holds that

) 0Hu(q, ) .
qoi = fei; 602'276@ ); i=1,...,m2 (6a)
qci
: H,.(q, .
ALi = eri; fLiZi@ g A); 1=1,...,m5 (6b)
OALi

While the dissipators satisfies
frti = Vri(erti); €rei = VYei(fRei) (7)

where ;(+), ¥ei(-) are assumed bijective functions and
fRti, €Rti, €Rrci, frei are, respectively, the i-th entry of
frt ER", epe € R™, epc € R™, fr. € R™.

Microgrid’s Topology.  Typical topologies can be found
in Avila-Becerril et al. (2015), in terms of the fundamental
loop matriz. In this paper, the analysis is focused in the
so—called Mesh network since it states the more general
and reliable topology. We assume that each transmission
line is modeled by the 7 model Kundur et al. (1994), i.e.,
a series circuit composed by a resistor and an inductor
with a shunt capacitor. Under this structure, the lines are
two—port systems giving the possibility to connect either
a source or a load.



The structure of a Mesh topology satisfies:

F.1. All the sources are connected to all the loads via
transmission lines.

F.2. The loads are parallel connected with one capacitor
of the m model.

F.3. The sources are parallel connected with one capacitor
of the m model.

F.4. There exist transmission lines that connects a source

with another source.

As shown in Avila-Becerril et al. (2015), if the resistors
involved in the m model are considered as tree dissipators
then ng = ns and identifying the co—tree dissipators with
the loads, Hry, = I, Hrr = 0 of proper dimension, while
Hecr = I and Hip = 0. In addition, due to F.1 and
F.2, ni = ny ny while F.3 leads to the elimination,
for analysis purposes, of each of the capacitors parallel
connected to the sources.

Even that the network model can be formulated under
this general scenario Avila-Becerril et al. (2015), with
the aim to, first, situate the contribution with respect
the related literature Schiffer et al. (2014), Simpson-Porco
et al. (2013), and second, to simplify the presentation, the
following assumption is considered:

A.1. The network is lossless or dominantly inductive.

Under assumption A.1, the tree dissipators are no longer
included. The model can be obtained from equations (1)
and (6), under F.1-4. An advantage of this model lies in
property that it exhibits a port—controlled Hamiltonian
structure (Van der Schaft (1999)). Indeed, defining the
state variables 3 = g¢ and x4 = Ap, the model can be
written in matrix form as

&34 = J34VasaHo (3, 4) — Faafre + Gsaer

(®)

where z34 = [zl xf}T € RMTn) | Vg Hy(2s,24) =
OH,(z3,x4)
7895334 L and
| 0 —Her| 1. 0
J34 = [H(J;L 0 ] —J34; Gsa= HY,
1
-

subject to the constraints

fi=Hirfr, ere=ec=Y(fre) 9)
This equation shows the demanded current to the sources
as a linear combination of the transmission line currents
connected to them. In the sequel, it is assumed ideal
sources in the sense that they can provide any amount
of current, so that only steady state stability issues can be
approached.

3. SOURCES AND LOADS DYNAMICAL MODELS

In this section we study the inclusion of power converter
models into the Microgrid description and loads modeling
from an energy—based perspective.

3.1 Source model
In the sequel, sources are viewed as a one—port dynamical

systems with port—variables given by the output voltage
e1; and the delivered current fi; with ¢ = 1,2,...,n;.
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These systems are composed by a microsource that fed
a power converter. In this paper the microsources are
considered as constant voltage sources. Note that including
a source dynamic in a Hamiltonian framework states
only an additional step in the formulation of a single
Hamiltonian system that describes the whole Microgrid.

In Figure 1 is presented the topology of the i-th electronic
inverter, i.e. it consist of the aforementioned voltage source
which delivers a voltage V; € R > 0, a switching array, that
modulates the input voltage via the signal u; € R and a
second order LC filter.

Li ILi
—_—
N
N -
ui —— VC;

2

Fig. 1. llustrative power converter DC/AC

Let x1; € R denote the linkage inductor flux and x5; € R
the electrical capacitor charge of each converter. From a
direct application of Kirchhoff laws, the dynamic model
for the i-th device, i = 1,2,...,n1, is given by

—0;13321‘ + Vu; (10&)

(10b)
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. L_l

XToi =Ly T1 — fui
where it has been assumed a linear constitutive relation-

ship for both the inductors and the capacitors with L; €
R > 0 the inductance and C; € R > 0 the capacitance.

If He; : R xR — Rx is the stored energy function, given
by
1
=-L;! 11
37 (1)

then, model (10), can be equivalently written as a port—
controlled Hamiltonian system of the form

1
Hi(z1,22;) T3 + §Ci 1$§¢7

. 0
T12; = J12iVai2iHei (@15, 2;) + Groiu; — [fu] (12)

where x19; = [ %15 T2 ]T € R? while
0 -1 Vi
Ji2s = [1 0 ] =-J1; Giai = { 01]

In this context, the port-variables of each converter are
the capacitor voltage e;; = C’i_le,; € R and the output
current f1; € R.

The structure considered for the power converters is only
illustrative. Actually, the switching array is just a repre-
sentation of several topologies used in practice and has
been over simplified for presentation purposes. However,
it has been widely shown (see for example Ortega et al.
(2013)) that common converter topologies can be repre-
sented under a Hamiltonian structure.

It is now convenient to illustrate how the output voltage
of the converter can be controlled to achieve a prescribed
value. To do this, it is necessary to introduce the concept
of admissible trajectories which refers to the set of state
trajectories that a given dynamical system can reproduce



under a specific input. For the defined Microgrid sources,
this set is given by the solutions of

Yo; = J12i V120 HY; + Groiu] — [zg] ; (13)
that recover the behavior of (12) under the input w}.

Equation (13) allows to identify x7,; as the desired steady—
state behavior for the sources variables. Thus, it is possible
to immediately formulate a control problem by defining the
error signal Z19; = %12; —2},; and finding the control input
u; that renders this variable to zero. In the next proposi-
tion a controller that achieves asymptotic stabilization of
the prescribed behavior for each non interconnected power
converters is developed, leaving to Section 4 the Microgrid
stabilization.

Proposition 1. Consider a DC/AC power converter of the
form (12) and assume

A.2 The state x12; and the output current f,; are available
for measurement.

A.3 The parameters L; and C; are known.

A.4 The prescribed steady—state behavior 27,; is known.

Under these conditions, the control law

ui = Vi &Y, + O s, — Ky Ly ' 2] (14)
with the desired state satisfying
ih; — Ly'at, 4+ ipi — KoiO tig; = 0 (15)

and Kp; > 0 and K»; > 0, guarantees that

lim .’Elgi =0
t—o0

Proof. From (12) and (13) the error dynamic is given by

Z12; = J12iVar2iHei(F15, F2i) + Groitl (16)
where i 1 1
Hei(Z15,T2:) = §L{1f?¢ + 501'_157%@' (17)
and U; = u; — u;.
On the other hand, (14) and (15) can be written as
Ghoitly = —K12iViz12iHei (14, T2:) (18)

with K9 = dzag {Klia KQZ} S R?*2. Substitution of (18)
in (16) leads to the closed—loop error dynamic
[J12i — K12:] Var2i Hei(Z 14, E2:)

(19)

Lo =
If ﬁci(fu, Z9;) in (17) is considered as a Lyapunov function
candidate, its time derivative along the trajectories of the
error dynamic (19) is given by

Hi(Z14,%2;)

~ T ~
- (va“cl2iHci) Ki12;Vz12iHe <0

expression that, due to the linear structure of the Lya-
punov function, implies the claimed asymptotic stability
property.

O

In Section 4 it is shown that these stability properties are
preserved if these devices are interconnected through the
network.

3.2 Load model

Modeling of electrical loads in a Hamiltonian framework is
a topic that has been widely studied since many years ago
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Ortega et al. (2013). It is clear that the port—variables of
the loads attached to the network, the current fr. and the
voltage egc, can be related with a port—controlled Hamil-
tonian system. Moreover, if the interconnection between
this system and the network (8) is carried out in a power
preserving way, it is obtained another Hamiltonian system.

We now assume that the system operates around a pre-
scribed admissible trajectory, as already illustrated in (13)
for the power converter sub—system. Hence, the concept
of Incremental Passivity, studied in Pavlov and Marconi
(2008) and in the case of electrical circuits in Jayaward-
hana et al. (2007), states a way to characterize the input—
output behavior of the loads via the following assumption

A.5 The port—variables of each load, related by the con-
stitutive relationship (9), satisfies the incremental
passivity condition

(ere = €ke)” [0 (ere) — ¥ (€Re)] > 0
for a given admissible trajectory e}, (t) € R™.

4. MICROGRID STABILIZATION

In this section a complete model for the approached
Microgrid is presented. Consider first the interconnection
between the sources (power converters) and the network.
Notice that the ny individual power converters of the form
(12) can be pilled up as

i‘l —C_lxz +Vu
g9 =Ltz — fi

with total stored energy function

1 1
H.(z1,22) = §x{L_1m1 + 590;0_1@ (20)

where z; col{ry;} € R™, x col{xe;} € R™,
V = diag{V;} € R"*™ o = col{u;} € R™, L7!
diag{L;'} € R"**™ and C~' = diag{C; '} € Rmxm1,

On the one hand, the vector f; € R™ stand for the
currents injected to the network satisfying the constraint
(9), which in terms of the network stored energy takes the

form 5
H,(x
fi= H1L78( )
T4

with H,(x34) as in (5) and where it has been used the
identity (6b). On the other hand, the voltage of the source
ports are given by the output converter voltages

(21)

€1 = 0_1.132 (22)
While the variables fgr.,er. € R™ of the network load
ports, under (7) and (6a), can be represented as

- aHa(x?A)
ch — ¢c ! (8583)

Representing the power converters model in a Hamiltonian
structure, using (20), together with (8), the port variables
(21), (22) and (23), leads to a dynamic description of the
complete Microgrid.

(23)

Proposition 2. The dynamic behavior of the complete Mi-
crogrid conformed by the network (8) with sources (10a-
10b) and loads satisfying assumption A.2, can be repre-
sented by the port-Hamiltonian system

& =JrVeHr(z) — grr¥(xs4) + Gru (24)



with state x = [a:lT xd 2l x4T]

stored energy function

e RGBm+n2) the total

Hyp(z) = He(z1,22) + Ho(z3, 24)
and matrices of appropriate dimensions
o -1 0 0 00
o I 0 0 _HIL . T, . 00
Jr = 0 0 0 —Hep _JTy 9gRrRT = orl’
Lo 7, HE, 0O 10
- ‘6“ .
Gru = \11(1334) = 1 8Ha($34)
0 Yo\ Tows
| 0 o3
O

We now can develop a control strategy to stabilize the
complete grid following the same procedure than the
followed in Section 3.1. In this sense, it is necessary to
define the admissible trajectories which for system (24)
are the solutions of

= JTvx*HT(LE*) — gRT\IJ*(I;;l) + GTU* (25)
where u* € R™ is the control input that generates the
admissible trajectory z* € R3™+72  So that, with the

definition of the desired system, the error variable is set as
T =z — z* and their corresponding error dynamic is

&= JrVzHr(%) — grr¥(34) + Grit

where & = u — u*. In this case, the associated stored
energy—like function takes the form

- 1

Hrp (%) = ii“TPa: (26)
with the matrix P = diag {L_I,C_17C’;1,Lgl} > 0.

Under the foregoing scenario, it is possible to formulate the
main stabilization result of the paper, i.e. the proof that
the local controllers developed for the power converters
are capable of stabilize the entire Microgrid. This result is
included in the next

Proposition 2. Consider a Microgrid system of the form
(24). Assume A.1-A.3 from Proposition 1 are verified and
in addition assume that

A.4 The parameters L, and C, are known.

Under these conditions, the control law
u=V1i] +C ol — K1 L ) (27)
with K7 = diag{K1;} € R™*™ and the desired state
satisfying the constraints
— L7y + Hip L, b — KOt 5:2 =0,
i‘§+HCLVI2HT KgVISHT-FgOC ( &) =0
iy — H{ Vay — HE Vo — K4V, H=0
where K1, Ko, K3, K, are diagonal positive gains, guaran-
tees that

(28)

lim =0
t—o00

Proof. The control law in equations (27) and (28) can be
equivalently written as
Gri = -KrVzHr

with Kp diag{ K1, K>, K3, K4} € RUn1)x(4n1) - (.
Using this expression and considering (26) as a Lyapunov
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function, its time derivative along the trajectories of the
closed loop system, under A.5, yields

FIT S Oa
so that Hp is non-increasing and its argument z is
bounded. Moreover, since H is zero only in £ = 0 the
equilibrium is asymptotically stable.
O

Remark. The importance of the presented result lies in
the fact that the controller (27-28) guarantees that, for any
admissible trajectory, the error between the actual value of
the capacitors parallel connected with the loads, will tend
to the desired value z3. Therefore, by ensuring that this
desired value corresponds to a sinusoidal function with a
prescribed amplitude and frequency, then both voltage and
frequency stability of the power network will be achieved.

5. STEADY STATE DESIRED BEHAVIOR

The proposed method for specifying the desired values
is based on the following rationale: The steady state be-
havior of the voltage C~1x3 establish the voltage C 1z,
accordingly a natural choice is to associate to each power
converter the Voltage
C’ xy; = AF sin(wst + 67),

where wy; € R takes the same value for all the power
converters, while the magnitude A4; : R>g — R>¢ and
the phase 6; € R>¢p — S must be determined to get
an adequate power flow. Let the complex admittance be
denoted as Y, := G + jBijx € C with conductance
Gir € R and susceptance B;, € R and let V; be the set
of neighbors of the i — th node for which Y;; # 0. That
said, the desired active and reactive power at the i — th
node for a lossless microgrid PF : S™ 172 x R™1+72 — R

and Q* s Stz RMm+An2 3 R are obtained as
= Y |BulA} Apsin(s] — 0F) (29a)
k~NG
il AF? — Z | Bik|A7 Aj.cos (8] — 6;) (29Db)
k~N;
with A
= Bii + Z Bix

kNNi
and ém € R the shunt susceptance.

The power flow equations above (29) are static and model
the network when it is balanced, that is, the net sum
of power consumption, injections and dissipated power is
zero, and determine the desired steady state operation
of the network. The steady state can be determined by
finding, for a given set of load conditions, the active and
reactive power flow of the network and the magnitudes and
phase angles of all nodes.

In other words, one way to generate the desired trajectories
is solving the power flow equations (29). We propose to fix
the active and reactive power at the loads, through the
resistances, and solve equations (29a) and (29b) in order
to calculate the desired magnitude A} and the phases J;
of the n; nodes with voltage C~'z%. Once founded the
voltages C~ 1z} = Afsin(wst + 6F) that meets the load
power demand, the restriction (28) is incorporated for



27 € R™ such that the control law u € R™ in (14) can be
implemented.

Note that the algebraic equations (29) are non linear, both
in the voltage and in the angle, therefore the solution
involves the use of a numerical methods, for example
Newton-Raphson. In the last years, the control community
has been engaged in research from solubility conditions
of the power flow equations (see for example Simpson-
Porco et al. (2015); Dvijotham et al. (2015) and the
references therein) to the optimization problem (Madani
et al. (2015); Wei and Bandi (2015) between others).
However these studies are out of the scope of this paper.

6. CONCLUSION

This paper has addressed the problem of stabilizing a
Meshed Microgrid which, unlike as is usual in the liter-
ature, has been included the dynamics of the power con-
verters. It has been shown that a distributed control law
developed for each source converter preserves its stabiliz-
ing properties even when the converters are interconnected
to the network through a Mesh topology. Crucial to reach
the presented results has been the Hamiltonian structure
exhibited by the different devices that conform the grid.
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Abstract: The application of metrics quality of control (QoC') in mobile robotics could be a
difficult task because not always is possible access the data of embedded control units of the
robot effectors. This paper presents an heuristic geometric-based altrernative for performance
evaluation of embedded controllers. Geometric characteristics of simple circular and linear
paths described by the robot are considered for performance evaluation of the controllers.
For experimental evaluation of our approach, two PI embedded controllers were designed and
implemented in a two wheeled mobile robot (2WMR). Results of conducted experiments showed
that our approach constitutes an alternative of performance evaluation of embedded controllers
when it is not possible to access data of the control units.

Keywords: Mobile robots; PI controllers; Tuning methods; System identification; Performance

analysis.

1. INTRODUCTION

Motion control of wheeled mobile robots (WMRs) re-
mains an important research topic because it support
motion tasks like path following and trajectory track-
ing [?]. A broad range of approaches to effectors control
of WMRs have been reported. ? used the quantitative
feedback theory (QFT) to design a proportional-integral-
derivative (PID) controller for a robot with four omni-
directional wheels. 7 present a review motion control of
WDMRs using model predictive control (MPC), also several
experiments to comparison between path following and
trajectory tracking for an omnidirectional mobile robot
and an unicycle-type mobile robot were conduced and
results discussed. T'wo-wheeled mobile robots (2WMRs)
were developed by ? and ? and low level motion control
implemented trough PID controllers.

Soft computing is another alternative for motion control
of WMRs. A complete discussion on the application of
fuzzy logic in reactive navigation of mobile robots is
presented by ?. The authors also present a case study in
which basic behaviours such as goal reaching, emergency
situation, obstacle avoidance, wall following and an action
coordination system were implemented using fuzzy logic.
? designed and implemented a Takagi-Sugeno fuzzy logic
controller (FLC) for a two-wheeled inverted pendulum,
and 7 developed a 2WMR for cleaning air ducts and
corridors based on a reactive navigation architecture in

* The authors thank their institutions of origin, Politécnico Colom-
biano Jaime Isaza Cadavid and Universidad Nacional de Colombia,
for the support provided in the development of this work.
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which a fuzzy logic controller allows the robot to follow
close walls.

Other works present comparative performance studies
of different strategies to control effectors of 2WMRs. A
performance analysis of three controllers, including lead-
lag compensator, PID controller and FLC for DC motor
control of a field survey 2WMR was conduced by 7. A
comparison of FLC, linear quadratic controller (LQR)
and a PID controller to balancing the tilt angle of two
wheeled inverted pendulum robot is presented by 7. A
comparative investigation about the performance of a PID
and an FLC linear position and tilt angle controllers was
developed by 7. In these works, time-domain specifications
such as rise time, settling time and percent overshoot
were used for performance analysis of controllers. In this
paper, we propose an alternative method for motor control
evaluation based on geometric characteristics of two simple
trajectories described by a 2WMR.

The main contributions of this paper are: 1) an heuristic-
based alternative for performance evaluation of low-level
motion controllers is provided. Unlike classical time-
domain methods, our approach is based on geometrical
characteristics of simple and real trajectories described by
a robot, 2) design and implementation of two embedded
feedback controllers, one for each motor, that receive ve-
locity references and make that motors achieve and main-
tain these values until new references are received, and
3) implementation of an identification process in which
the robot acts as a drive unit and a data acquisition
system. For this, a C program for applying PWM signals



to the motors, obtaining data from encoders and wireless
transmission of these data was developed.

This article is organized as follows. In this first section,
we highlight the importance of motor control in mobile
robotics. In section 2 our heuristic geometric-based ap-
proach for controller performance evaluation is presented.
In section 3 the modelling of robot and effectors is detailed.
In section 4, the design procedure of embedded controllers
is discussed. In section 5, experiments are conducted and
results are presented and, finally, conclusions are drawn in
section 6.

2. A GEOMETRIC-BASED APPROACH FOR
PERFORMANCE CONTROLLER EVALUATION

In a control loop, the error is defined as the deviation of
the controlled variable with respect to a reference value.
A way to evaluate the Quality of Control (QoC) of a
system is quantifying the cumulative error, for which, in
the case of discrete-time controllers, is essential to know
the error e(nT') at each sampling instant T' = 1/ f,. Some
performance indices based on cumulative error for QoC
evaluation are: Integral of Absolute Error (IAFE) and
Integral of Squared Error (ISE). However these metrics
are difficult or impossible to apply in the field of mobile
robotics when motors control is carried out by sealed units
that only receive reference values, but do not send actual
motor speed data.

In this paper we propose an heuristic method for perfor-
mance evaluation of controllers based on geometric char-
acteristics of two simple trajectories: linear and circular
displacements. This approach can be applied in those cases
where it is difficult, if not impossible, to establish the error
e(nT).

Metric based on the linear displacements  Linear move-
ment of differential robots is obtained when the speeds
of its driving wheels (left and right) are exactly equals
at all time, this is, when v, (¢) = v,(t). However, the
uncertainty inherent to any real control system, causes,
at least for finite intervals of time, that these speeds will
be different. Thus, the actual robot path differs from the
purely linear. This fact suggests that we could use the
deviations of the actual path of the robot with respect
to ideal straight-line path, to establish a metric for per-
formance evaluation of motor control schemes on differ-
ential robots. Relative to Figure 77, we define the metric
Cumulative Absolute Distance — CAD such as

ky

CAD = )" ||, k € Z. (1)
k=ko

where dj. is the k-th perpendicular distance between the
actual trajectory and the ideal straight-line trajectory.

Metric based on the circular displacements  Otherwise,
when v, (t) # v,(t) the robot describes curved paths.
An special case is when v, (t) = ki, v,(t) = ko, and
k1 # ks, in which the path obtained should be to a perfect
circle of radius R. But as previously mentioned, due to the
uncertainty associated to real control systems, is possible
to obtain open circular paths such as shown in ?7. In this
figure, AC' corresponds to aperture distance or distance

—————— : ideal straight — line trajectory

: actual trajectory

As: step of space for distance measurement

Fig. 1. Linear path and distances for CAD definition

between initial point A and final point B of the described
path. Because the actual path does not correspond to a
perfect circle, then we define a circle-base with center in
O and ¢, diameter passing through the midpoint P of AC.

The diameter of the circle-base is set as follows: with center
in P, draw an arc that cuts the circular trajectory at C' and
D points to get the chord C'D. Once the midpoint M of
C'D is set, the M P line segment is drawn and extends until
cuts the circular path at @ point. In this way we establish
as the diameter ¢,., of the circle — base, the length of PQ
segment and its midpoint O as its center.

Now we can define the metric Circular Trajectory Error—
CTE such as
CTE = |¢r — . (2)

where the theoretical diameter ¢; of the ideal circular
trajectory is calculated using Equation ?7.

Fig. 2. Open circular path and geometry for CTE defini-

tion
3. SYSTEM MODELING

Kinematic Modeling The kinematic modeling refers to
the study of motion of a mechanical system without



considering the forces and torques involved. For a 2WMR
the Kinematic model allows to express its velocities as
functions of velocities of its wheels and its geometric
parameters [?, ?].

For 2WMRs a pure rolling motion without slipping is
obtained when the robot rotates around an external point
located over the common axis of both driving wheels. This
point is known as the instantaneous center of curvature
(ICC) or instantaneous center of rotation (IC'R). The
ICC will move by changing velocities of the two driving
wheels, allowing the robot carry out different paths. At
each time instant, right and left wheels follow paths around
the ICC at the same angular velocity w = di/dt as is
shown in Figure ?7. Table ??7 shows the symbols used in
this section, with L = 22.1 cm. The linear velocities of the
driving wheels are given by

v, :(JJ(R+§). (3)
L
D ) 0

where R is the distance between the IC'C and the middle
point C'r between the two wheels. The angular velocity of
the robot is obtained subtracting (??) from (?7?) and is
expressed by

w= "t (5)

By adding (??) and (??) and substituting (??) in the result
we obtain

v, + v, £
v, —v, 2

R = (6)

Equations (??) and (?7?) allow to establish the angular
velocity of the robot and the instantaneous radius of
curvature as functions of linear velocities of the wheels
and their separation L. Finally, the linear velocity of the
midpoint C,, is given by the average of the wheel velocities

Vop = WR = % (7)

// \\\
/ N
/ N
// \\\
/v Y
w, S
Rupeat N
29 ICC(ICR)

R

Fig. 3. Differential drive motion of a mobile robot

Effectors Modeling In a previous work [?] a teaching
and research Car-like Autonomous vehicle ( Carlitos) was
designed and constructed. This 2WRM 1is used here for
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experimental validation of our approach. The block dia-
gram of Carlitos is shown in Fig. ??. Actuation system is
composed of two DC motors with coupled gearboxes and a
dual H-bridge motor driver for PWM control signals am-
plification. The proprioceptive sensory system integrates
quadrature encoders mounted over the axes of both DC
motors, and a CMPS03 digital compass for estimation of
robot head orientation. Encoders provide 1125 counts per
revolution.

The exteroceptive system is made up of a sonars ring
with twelve SRF02 devices for distance measurement to
surrounding obstacles. The top side of sonars ring has
a 802.15.4 radio for wireless command reception and
data transmission. Processing unit correspond to a 32-bit
microcontroller capable of operate up 50 MHz. We use the
Freescale MCF51QE128 microcontroller to process pulses
from encoders and generate PWM control signal for each
motor. Control algorithms were coded in C language and
programmed in microcontroller’s internal flash memory.

Carlitos robot was conceived and designed having in ac-
count modularity and scalability criteria.

;802 15.4 Sonur

g o?™

y L 12C2 Cuartz wart1
M (radio) (12C1)

Encodery, 32-bit Encoderp
MCU
& J

PWM, PW Mg

Motor Driver
ooy ’7 —‘ CWn
) DCy :\ln[m'} {U( “pMotor (
oWy, COWg

Luneer Runeet

Fig. 4. Block diagram and a picture of the experimental
robot

To take advantage of the robot’s resources, a C language
algorithm was developed to support the effectors modelling
task. Initially the robot was placed in an obstacles free
indoor environment awaiting the start command sent from
a PC via a 802.15.4 radio link. As is shown in Figure
77, once received the start order, an step PWM signal
with a duty cycle (DC) of 50% it is generated by the
microcontroller to drive both motors. This signal was
maintained for 1.8 seconds. Subsequently, the duty cycle
of the PWM signal was incremented to 60%. This step
was also maintained by 1.8 seconds. During the total

Table 1. Kinematic model variables

Parameter Description

L Distance between support points of wheels (cm)
R Instantaneous radius of curvature (cm)

Cr Midpoint between driver wheels (cm)
P Robot orientation angle (rad)
w Angular velocity of 2WMR, (rad - s~1)

Vp, Vg Velocities of wheels along the ground (cm - s~1)
Vor Linear velocity of C}, (cm-s™1)




displacement (3.6 seconds), the number of pulses per
sampling period T = 1/f; = 0.1 s was captured from the
encoders and sent to a PC via the wireless link. Anything
additional resources to those available in mobile robotic
platform were required for the actuators modeling.

The databases obtained from the test (Figure ?7-a)
were used, in combination with the system identification
toolbox™ of Matlab®, to get a mathematical model of
the actuators. We choose an approach of lower-order as the
first-order-plus dead-time (FOPDT) to model the dynamic
behavior of DC motors. The form of a FOPDT model is
given by

Ke—as
Gls) Ts+1°

With the model parameters K 2.63 (process gain),
7 = 0.2222 (time constant), and 6 = 0.1159 (dead-time),
we obtain

(®)

G( ) 2.636_0'11598
S) = ———.
0.2222s + 1

The correlation factor given by the system identification
toolbox™ for the models of both motors was of 94.02%.

(9)

= =
S 3

1)
=]

Pulses per sampling time (pp/T)

]
S

0
AT (T=0.1s)
T T T T T T T T

=N
=]

v
[

PWM duty cycle (%)

w
S

20 30

b) nT(T=0.15)

Fig. 5. Step test: a) response of actuators, and b) PWM
signal of stimulus

4. EMBEDDED CONTROLLERS DESIGN

Two proportional-integral (PI) feedback controllers were
implemented in the robot microcontroller, one for each
motor and two model-based tuning methods were applied:
Ciancone-Marlin and Cohen-Coon. For a PI discrete-time
controller the transfer function is given by

_ Gz + Q1

D(z2) P

(10)

Next, we present in detail the methods used to determine
the ¢o and ¢; parameters.

4.1 Ciancone-Marlin Method

To determine the controller parameters K. (controller
gain) and 7; (integral time), Ciancone and Marlin defined
the parametric relationship fractionaldeadtimeT; such as
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0 0.1159 (1)
T O0+7  0.1159 + 0.2222

Additional relationships such as dimensionless gain G, and
dimensionless reset time 7, were defined by

Ty = 0.3428.

G, =K.K. (12)
T
=35 g (13)

both expressions correlated with T;. According to corre-
lation tuning data presented in Table ?? [?], G, = 1.032
and 7, = 0.881.

Table 2. Ciancone-Marlin tunning table for PI

controllers

Ty Gy Ty

0.0 1.417  0.748
0.1 1.417  0.748
0.2 1.193 0.964
0.3 1.032 0.881
0.4 0918 0.818
0.5 0.861 0.756
0.6 0.722 0.693
0.7 0.464 0.631
0.8 0.608 0.568
0.9 0.594 0.506
1.0 0.558 0.443

For discrete-time systems 6, is calculated as

T 0.1
0 =0+ 5= 0.1159 + 5 0.1659. (14)

Thus, the parameters of the PI controller are calculated
by

7i = 7,(0q + 7) = 0.881(0.1659 + 0.2222) = 0.3419. (15)

G, 1.032
with these values g and ¢, are calculated as
T
=K, (1+—
9 (1+ 2%)
—03924(1 4 — 2L o408, (17)
o 2x0.34197 '
T
=K, (1-—
¢ ( 272-)
— 039241 — — 2Ly o335 (18)
- 2x0.34197

4.2 Cohen-Coon Method

Cohen and Coon noted that the response of many pro-
cessing units to a change in input had sigmoidal form,
which could be approximated to the response of a FOPDT
system. The controller parameters could be determined
from the parameters of the plant by the following semi-
empirical relationships



T 0
0.2222 0.1659
2,63 x 0.1659 09+ 12 x 0.2222)
=0.49. (19)
o 0(307 + 36)
T T9r 1200
~0.1659(30 x 0.2222 + 3 x 0.1659)
N 9 x 0.2222 + 20 x 0.1659
=0.2235. (20)
As in the above method g and ¢; are calculated by
T
do = Kc(l + 27)
Ti
=0.49(1 + L) = 0.5996 (21)
e 2x02235° T
T
=K. (1 - —
N ( 2Ti)
=—0.49(1 L) = —0.3804 (22)
o 2x02235°

Figure 77 shows the response of the two controllers to a
setpoint speed of 100 pp/T. Note that the wheel speeds
are expressed in pulses per sampling time (pp/T). At the
top, the response of Ciancone-Marlin controller and, at the
bottom, the response of Cohen-Coon controller. A C lan-
guage program for effectors control, data acquisition and
its wireless transmission, was developed and programmed
in the internal flash memory of the robot microcontroller.
Figure 7?7 was drawn with the data received. The difference
equation for PI controller implementation is given by

m(k) = qoe(k) + gie(k — 1) + m(k — 1). (23)
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Fig. 6. Step responses of controllers, Ciancone-Marlin
(top), and Cohen-Coon (bottom)
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5. VALIDATION EXPERIMENTS

Two simple trajectories and its geometrical characteristics
were considered for controllers performance evaluation.
Equations (?77) and (??) shows how to synthesize the two
paths of interest for this study:

i. Clircular path. The path is a circle of radius R with
center in ICC'. For locate the ICC outside the line
segment that connects both wheels, must meet |R| =
L/2 condition. The robot moves clockwise when v, >
v,

Linear path. The robot moves straight line when
w = 0, this is met for v, = v,.

ii.

Should be noted that the actual trajectories of the robot
differ from the theoretical because of uncertainty in the
measurements of the sensors and uncertainty in control
commands.

Circular displacement.  For validation of CTFE metric
defined by Equation ??, three circular paths Cy, Cy and Cs
were conducted for each controller. The reference velocities
for each path were established as, C;: v, = 80, v, = 60,
Cy: v, = 100,v, = 80, and Cs: v, = 120,v, = 100.
Table 7?7 presents the experimental results obtained for
the Ciancone-Marlin controller and table ?? for Cohen-
Coon controller.

Table 3. Results of CTE metric for Ciancone-
Marlin controller

Path ¢, (em) ¢t (em) CTE (cm)
C1 153 148.4 4.6
Ca 193.4 190.8 2.6
C3 235 233.5 1.5
Mean 2.90

Table 4. Results of CTE metric for Cohen-
Coon controller

Path ¢, (cm) ¢¢ (em) CTE (cm)
C1 151.5 148.4 3.1
C 192.6 190.8 1.8
C3 234.7 233.5 1.2
Mean 2.03

Linear displacement  Also, experiments of linear dis-
placement for validation of the CAD metric, defined by
Equation 7?7, were conducted. This time the set-points of
velocity were v, = v, = 100pp/T and real trajectories
were of approximately 430 centimetres. Step of space As
(Figure ??), for distance measurement was of 30 cm. The
results obtained are given in table 77.

Table 5. CAD metrics for embedded con-

trollers
Metric Ciancone-Marlin Cohen-Coon
CAD 55.6 50.3

For comparative purposes, two metrics for quality of
control (QoC') evaluation were considered, these are: [AE
and ISE. These two metrics express QoC in terms of the
error e(t), which is defined as the difference between the
set-point r(¢) and the system output y(¢). Continuous-time
and discrete-time forms of TAFE and [SE are given by



ty ks
TAE = le(t)|dt ~ > |r(kT) — y(kT)|.  (24)
to k=kqo
ty kg
ISE = / e(t)’dt ~ > (r(kT) —y(kT))%.  (25)
to k=ko

where (ko) and t7(ky) are the initial and final continuous
(discrete) times of the evaluation interval and T = 0.1 s.
Table ?? shows the results obtained by applying both
metrics to the controllers considered.

Table 6. IAE & ISE metrics for embedded

controllers
Ciancone-Marlin Cohen-Coon
Metrics DCy, DCgr DCy, DCRr
TAE 450 453 317 286
ISE 17584 17693 13613 13430

Results analysis ~ Comparing results obtained from the
circular path experiments (Tables ?? and ?7), we can
observe that the C'T'E metric was better for Cohen-Coon
controller than for Ciancone-Marlin for the three consid-
ered trajectories. Similarly, for the linear paths, the best
CAD metric (Table ??) was obtained with the Cohen-
Coon controller. In this way, we can conclude that the
Cohen-Coon controller offers a better performance for
simple trajectories in a 2WMR than the Ciancone-Marlin
controller. This result is consistent when we consider the
QoC metrics calculated in table ?7? for the two controllers.
Both, TAE and ISE values, say us that the better perfor-
mance was obtained with the Cohen-Coon controller.

Our performance evaluation approach of low level motion
controllers in 2WMRs is useful in situations where is
difficult or impossible to obtain the error from embedded
controllers to calculate standard QoC' metrics. In that
sense, our approach constitute a performance evaluation
alternative based on real graphics drawn for the robot
during its displacement.

6. CONCLUSION

In this paper, an heuristic geometric-based alternative for
performance evaluation of effectors controllers in mobile
robots has been presented. Two embedded PI controllers,
Ciancone-Marlin and Cohen-Coon, were designed and im-
plemented for motion control of a 2WMR for experimen-
tal validation of our approach. Geometric characteristics
of circular and linear paths were considered for perfor-
mance evaluation of both controllers based on two defined
metrics: CAD and CTE. Validation experiments and a
comparative with TAE and ISE metrics showed that our
approach constitutes a valid alternative for performance
evaluation of embedded controllers of a mobile robot.
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Abstract: This paper presents a soft sensor to estimate the biomass concentration in a batch
bioprocess used in production of d-endotoxins of Bacillus thuringiensis, subject to delayed
measurements. The soft sensor proposed is based on a cascade observer-predictor algorithm.
The observer stage is based on a class of second order sliding mode algorithms, allowing a fixed-
time estimation of the biomass. Additionally, the prediction stage offsets the effect of the delay
in measurements. Simulations show the feasibility of the proposed observer.
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1. INTRODUCTION

Measuring variables in industrial processes, such as biopro-
cess, is necessary to carry out tasks of control, diagnosis
and fault detection, identification and monitoring (Walcott
et al., 1987; Dochain, 2003). For some variables, the work
of measurement is hard, costly and difficult to perform
due to the unavailability of reliable devices, time delays,
errors in the measurement system, high costs of devices
and hostile environments for primary measuring devices
(Bequette, 2002). Therefore, in order to make estimates
by measurements of other variables related directly or
indirectly to the variable difficult to measure has been
used the state estimators. This dynamic systems are ap-
plied to a specific process, with a combination of software
and hardware, and they are commonly named as virtual
sensors or soft sensors.

However, the soft sensors technology transfer to
industrial bioprocesses require to solve some problems
such as observer schemes that allowing the use of
delayed measurements. To overcome such problem,
some authors have developed different methods to
incorporate nonuniform and delayed information in
state estimation techniques. In (Gopalakrishnan et al.,
2011; Guo and Huang, 2015; Guo et al., 2014) have
incorporated asynchronous and delayed information to
stochastic estimation techniques (Kalman filter and its
modifications) but these only apply to discrete systems.
Other authors present deterministic estimation techniques
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with asynchronous and delayed measurement for hybrid
systems, with a continuous model for the process and
a discrete model for the effects of sensor and sampling.
These observers are grouped into three types: Piece-
wise (Wang et al., 2015), Cascade (Khosravian et al.,
2015b,a) and distributed (Zeng and Liu, 2015). This
deterministic techniques can to solve the problems of
estimating independently or in stages. This feature allows
adaptation and extension to solving future problems in
state estimation. For example, a mathematical application
of a high gain observer in cascade with a predictor was
proposed in (Khosravian et al., 2015a). However, a few
papers show applications in state estimation in bioprocess
with delayed measurements (Zhao et al., 2015).

Therefore, in this paper a cascade observer-predictor for
the process of J-endotoxins production process of Bt
with fixed time convergence and delayed measurements
is considered. The cascade observer-predictor structure is
based on the observer presented in (Khosravian et al.,
2015b,a) and the Sliding Mode Observer (SMO) proposed
in (Sénchez et al., 2015). The proposed observer allows
the exact and fixed-time reconstruction of the biomass
(vegetative cells and sporulated cells) in the reactor when
measurements are delayed.

In the following, the Section 2 presents the mathematical
model J-endotoxins production process of Bt with
Delayed Measurement. The cascade observer-predictor is
presented in Section 3 and presents some mathematical



preliminaries in order to introduce the basics of fixed time
stability and predictor stability. The Section 4 presents
simulation results of the cascade observer-predictor for
the d-endotoxins production process of Bt. Finally, the
conclusions of this paper are exposed in the Section 5.

2. BATCH PROCESS MODEL WITH DELAYED
MEASUREMENT

The model of the J-endotoxins production of Bt proposed
on (Amicarelli et al., 2010; Rémoli et al., 2016) is used. In
this paper the block-wise form of the equations is modified
to allow a straightforward design of a second order sliding
mode observer. The model equations are

Sp = — (/w+ms> Ty
Yz /s
0q = K3Qa (05 — 04) — K1 ((sp, 0a) — ke(t)) (1)
- KQ (xv + xs)
Ty = (10— ks(sp) — ke(t)) 2o

Ty = kg,

where s, is the substrate concentration, o4 is the
dissolved oxygen concentration, x, is the vegetative cells
concentration, x4 is the sporulated cells concentration, p
is the specific growth rate, y, /, is the growth yield, m is
the maintenance constant, Q4 is the airflow that enters
the bio-reactor, o} is the oxygen saturation concentration,
K, is the oxygen consumption dimensionless constant
by growth, K5 is the oxygen consumption constant for
maintenance, K3 is the ventilation constant, ks is the
spore formation kinetics and k. (t) is the specific cell death
rate. Furthermore, the constitutive equations for (s, 0q)
(Monod-based), kq(sp) and k.(t) are given by:

Sp Od

M(Spa Od) = Mmaxmm

1 1
ks(sp) = k/’s,max (1 + eGs(Sp*PS) - 14 eGS(Sp,inin'))
1 1

ke(t) = ke,max (

(2)
where fmax is the maximum specific growth rate, K is the
substrate saturation constant, K, is the oxygen saturation
constant,ks max is the maximum spore formation, ke max
is the maximum specific cell death rate, G, is the gain
constant of the sigmoid equation for spore formation rate,
G, is the gain constant of the sigmoid equation for specific
cell death rate, P, is the position constant of the sigmoid
equation for spore formation rate, P, is the position
constant of the sigmoid equation for specific cell death
rate, spin; is the initial glucose concentration and ti,; is
the initial fermentation time.

1 4+ e=Ge(t—P) a 1+ e—Ge(tini—Pe)

Assumption 2.1. It is assumed that the measurements of
the outputs s, and o4 are continuously measured with a
delay time 7 > 0. The delay 7 is considered to be known
and constant.

Defining 1 = sp, T2 = 04, T3 = Ty, T4 = x5 and
considering the Assumption 2.1, the model (1) can be
written as:
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1 (t) = bi(@1(t), z2(t))w3(t)
i‘g(t) = b21 l‘l(t), xg(t))xg(t)
+ fa(x2(t)) + bazwa(t) (3)
d3(t) = b(w1(t), z2(t))ws(t)
4(t) = ba(w1(t))ws(t)
where
w(xa(t), 22(t))
bl(.’El(t), (EQ(If)) ( yaj/s + ms>
f2(22(t)) = K3Qa (07 — x2())
bo1(z1(t), 22(t)) = — K1 (p(w1(t), w2(t)) — ke(t)) — K2
bag = — K>
b3(w1(t), x2(t)) = p(x1(t), 22(1)) — ks(@1(2)) — ke (t)
ba(w1(t)) = ks(21(t))

(4)

and with the measurements
y(t)=[oa (t=7) 22t =7)]" (5)
The block-wise form (3)-(5) allows a straightforward
design of a second order sliding mode observer. The

nominal parameters for the system (3) are given in Table
1.

Table 1. Nominal Parameters of the BT model.

Parameter Values Unit

Mmax 0.65 h71

Ya/s 0.37 g-g!

K, 3 g- L1

K, 1x10~% g- L1

ms 5x 1073 g-g~l-h71
ks,max 0.5 h_1

G 1 g- L1

P, 1 g-L1

ke, max 0.1 h™!

Ge 5 h

P. 4.9 h

K 3.795 x 1073 | dimensionless
K> 0.729 x 10=3 | h~!

K3 2.114 x 1073 | Lt

Qa 1320 L-h~!

o 0.00759 g-L1

tini 0 h

Sp,ini 32 g L_l

3. PROPOSED SOFT SENSOR SCHEME

8.1 Observability Analysis

Let the vector H which contains the measured outputs of
the system (3), z1(t — 7), x2(t — 7) and their derivatives
be defined as

H=[a1(t—7) xo(t —7) &1(t —7) ia2(t —7)]"  (6)
Similarly to the analysis presented in Sénchez et al.
(2015), the observability analysis for the system (3)
determines the existence of a diffeomorphism between
the vector H and the delayed state vector z
(1 (t —7) 2ot —7) x3(t —7) a4t —7)]".

The existence of this diffeomorphism can be evaluated,
at least locally, by checking if the observability matrix
defined as O = % is invertible. For the system (3),

the observability matrix is calculated from (6) and is given
by



10 0 0
01 0 0
O=1,. bi(z1(t —7),22(t —7)) O (7)

% % by (z1(t —7),22(t — 7)) ba2
where it follows that the determinant of (7) is det(O) =
bagbi(x1(t — 7),x2(t — 7)). Therefore, this system is
observable for t > 7. However, it can be shown that
|det(O)| achieves a very small value (about 1 x 1079),
which compromises the numerical invertibility of the
observability matrix O (Sanchez et al., 2015).

To overcome this numerical drawback, the following

scaling transformation of the state is proposed:
l’ls(t—T):Bl.’bl(t—T) (8)
l'gs(t — T) = Bsz(t — 7')

with 87 and fP5 real positive constants to be defined

thereafter.
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Thus, using the notation 2] = z;(t — 7) for i = 1,...,
the system (3) under the scaling (8) becomes:
i1, = bi(z], 73)z]
T5s = f5(x3) + b5y (27, 23) w3 + b3ox] )
xg = bg(l“{, )
iy = ba(7)z]
ﬁlbl(xlaxg)a f;(xg)
= ﬁgbgl(.’l}{,l‘g) and bg2 = ﬁgbgg.

where b5(z7,z7)
b;l (‘/Lﬂl—a .I'g)

Ba fa(xF),

3.2 Observer-Predictor Scheme

In this section a cascade observer-predictor scheme is rep-
resented. Based in the structure presented in Khosravian
et al. (2015Db), the proposed scheme is composed for a SMO
and Smith predictor. A block diagram of this proposal is
shown in Figure 1. In this figure the sensor block separately
block process is proposed to clarify, in this paper, the
problem of delay occurs in the dynamics of the sensor.

Process Sensor y(@®)
Eq. ()-(2) Eq. (4)
I x(t)
|_' SM Observer T ()
Eq. 9)
Observation Stage
Model Delay
Eq. (3) T

Prediction Stage
Figure 1. Observer-Predictor scheme

An explanation of the scheme of Figure 1 is as follows.

Observation Stage (SM Observer):  First, from (8)-(9)
the following Sliding Mode Observer is proposed in order
to provide an estimation of the delayed state variables:
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xl - ﬂl xls

&y = 52 Z3,

9?15 = bi (27, 23)23 + k1161(27,) (10)
23, = [3(23) + b3, (27, 23)25 + 3,2 + ko141(25,)

&5 = by(a7,3)a5 + ki b1 (21, 25))” " g2(31.)

7 = ba(2])2] + koo [b3,) ' 2(33,)

where 27, 51:2, xls, iQs, 2% and 2} are the estimates of z7,
T, X7, The, ac3 and 7, respectively; 7, = =], — 2], and
25, = x5, — &3, are the error variables; the observer 1nput
injections ¢1(-) and ¢o(-) are of the form ¢1(-) = [-]2 +
0]-1% and ¢o(-) = 21:1°4260-+26%| -1, with the parameter
6 > 0, the function |-]* = |-|*sign(-) is defined for a > 0,
where sign(z) = 1 for x > 0, sign(z) = —1 for z < 0 and
sign(O) S {—1, 1}; and A1, Ao > 0, and kq1, k12, ko1, koo
are the observer positive gains.

The SMO (10) was proposed in a previous paper (Séanchez
et al, 2015). This observer is fixed-time convergent
and also has time-invariance property, according to the
definition of Khosravian et al. (2015a). A detailed stability
test of observer (10) without delay in measurements has
been previously published (Sénchez et al., 2015). However,
the problem considered in this paper is to estimate the
current state x (t) when the measurements of the output
are delayed such that the output measurement at time t is
y (t) = h(x (t — 7)) for some know constant delay 7 > 0.
In this sense a prediction stage it is proposed to offset the
effect of the delay in the measurement.

Prediction Stage (Model + Delay):  Second, based on
(Khosravian et al., 2015a) a Smith predictor compensating
the delay may be considered as

a? (t) =27 () + f (P () - f@(@—7)) (11)
where the prediction of the current state is denoted by
2P € R™ and 27 is the estimate x subject to delayed output
measurements (5). Moreover, with the system model (3)
and the known delay 7 for output measurement (5), it
is possible to know the dynamics of the predicted states
without delay f (2P (¢)) and delayed f (2P (t — 7)).

The stability of the Observer-Predictor structure is
such that the estimate state converge asymptoti-
cally /exponentially to the system trajectories (1)-(2), if
the estimates provided by the Observer (SMO) converge
asymptotically /exponentially to the delayed system state
(Khosravian et al., 2015a). In this sense the definition of fi-
nite time convergent include asymptotically /exponentially
convergent and fixed-time convergent of SMO (10) is a
stronger form of finite time (Polyakov, 2012). In the next
section the simulation results are presented.

4. SIMULATION RESULTS

This section presents the numerical simulation results
of the proposed estimation structure. The simulations
parameters were:

e Fundamental step size of 1 x 107°[h]. This time is
small due to requirement of robust differentiation in
the estimation scheme.

e Model parameters like shown on Table 1.
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Figure 2. Substrate concentration s, with 7 =5 x 1075[h].

e The parameters shown in this table were taken
according to the range to 20 [g-L '] < 8p.max < 32 [g-
LY.

o The value sp max corresponds to the initial condition
of s, since §, < 0.

e The substrate concentration s, = x; and the
dissolved oxygen concentration o4 = xo are assumed
to be measured, noiseless and delayed, and the initial
conditions 7, and 23, were taken as the scaled initial
conditions of z; and x5 respectively

e The delay is a known constant 7 > 0. However,
since the vegetative cells concentration z, = xs and
the sporulated cells concentration =y = x4 aren’t
measured, the initial conditions £3 and £ were taken
different from z3 and x4, respectively.

e Another thing that should be noted is that with the
selected values of 81 and (2, the minimum value of
|det(O;)] is around 2.

Figures 2, 3, 4 and 5 show the comparison between the
actual z, estimated 27 (SMO without prediction) and pre-
dicted 2 (SMO with prediction) variables corresponding
to substrate concentration s, dissolved oxygen concentra-
tion o4, vegetative cell concentration z, and sporulated
cells concentration x; when the delay measurement is 7 =
5 x 107°[h]. It can be noticed that, despite initial estima-

[32, 0.74 x 1072, 0.645, 1x10_5yi
and 27(0) = 27(0) = [32, 0.74 x 1072, 6.45, 1] the
fixed time convergence of the estimated variables is
achieved.

tion error z(0) =

Figures 6 and 7 show the comparison between the actual
and estimated variables corresponding to z, and xs when
measurements of s, and o, are delayed with 7 = 1x 107 ![A]
with SMO (SMO without prediction) and predicted zP
(SMO with prediction). Based on the presented results,
it can be observed a good performance of the observer-
predictor scheme proposed while the only SMO does not
converge. A correct and fast estimation of x, and x,
using the cascade observer-predictor is achieved making
the proposed system suitable for observer-based control
applications.
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Figure 4. Vegetative cells concentration z, with 7 = 5 x
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Finally, Figures 8 and 9 show the effect of increased the
delay measurement in s, and o4 for estimation of z,, and x4
respectively in booth cases only SMO and SMO-predictor.
The Integral Time Absolute Error (ITAE) of only SMO
tends to infinity for delays in measuring higher than 7 =
6 x 1075[h], while the cascade observer-predictor scheme
keep the convergence of error when the delay increase.

5. CONCLUSIONS

In this paper was presented a soft sensor to estimate
the biomass in a batch bioprocess subject to delayed
measurements. The soft sensor proposed is based on a
cascade sliding mode observer-predictor. The observer
stage is based on a class of second order sliding
mode algorithms, allowing a fixed-time estimation of the
biomass. The prediction stage offsets the effect of the
delay in measurements. Convergence proof and numerical
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Figure 6. Vegetative cells concentration x,, with 7 = 0.1[h].

simulations shown the feasibility of the cascade observer-
predictor proposed.
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Abstract: This paper presents the development of a novel control law with parameter updating for
trajectory tracking in a boiler-turbine system, which is a MIMO system where all state variables are
strongly coupled. The proposed controller is simple and based on comprehensible concepts. Its design
consists in representing the mathematical model using numerical methods, and then the control actions
are computed through a linear algebra technique to accomplish the target of trajectory tracking control,
by last, the parameter updating is based in the Lyapunov theory. The advantages of this method are the
condition for the tracking error tends to zero, and the calculation of control actions; are obtained simply
by solving a system of linear equations. Besides, the control technique has the ability to follow

trajectories for two outputs simultaneously.

Keywords: Control System Design, Linear Algebra, Adaptive Control, Nonlinear Model, Tracking

Trajectory Control.

1. INTRODUCTION

A boiler-turbine system is an energy conversion device that
consists of a steam boiler and a turbine. The steam boiler part
generates the thermal energy that is transferred into the
turbine part. The boiler-turbine systems are able to supply
electricity faster than other traditional systems, due to this
systems can remain in operation, despite being disconnected
of the electric grid. Then the system can be connected
immediately when the grid requires it. The main control
requirement of a boiler-turbine is about meeting the load
demand quickly maintaining internal variables such as
temperature and drum water level within the desired range to
prevent the overheating or flooding in the system. In addition,
the drum pressure must be controlled in order to remain
bounded over a range of values according to variable
operating conditions and the load demand. Also, the inputs
and outputs constraints are imposed by physical limits such
as the magnitude and saturation of the internal control valves.
When these restrictions are added, the preliminary system
becomes a multi-input multi-output (MIMO) nonlinear
system (Bell et al., 1987), with state variables strongly
coupled. Tracking control becomes a bigger challenge when
the parametric model uncertainties that affect substantially
the performance of the control system are considered. In this
paper a simple control solution that addresses all the aspects
mentioned above is proposed.

In general, the control structure used in the boiler-turbine
must achieve the following challenges in order to be
successfully applied.

29

1) The design method must be applied to a family of boiler
turbine units. In general for each unit must be found the
identification of the model and then the design of the
controller. Each boiler-turbine unit has a specific model but
in general, all of them show similar dynamics. For this
reason, a generic control structure can be used for a general
class of boiler-turbine units.

2) The control algorithms must be easy to implement and
maintain. The application of advanced control methods
generates, commonly, controllers that are complex, therefore
it is necessary find techniques that guarantees a good
performance with a simple control structure. First and second
items are satisfied through techniques such as tuning method
(Tan et al., 2004).

3) The performance for a wide-range load variation should be
guaranteed for a single controller. In general, a variation in
the load demand generates different operation points with
different linearized models. Therefore, a single controller that
ensure the performance in all operation points is a
challenging task. Techniques such as gain schooled (Chen et
al., 2004) and multi-model control (Tan et al., 2004) are used
to achieve this objective.

The control process becomes even more interesting due to the
severe nonlinearity in many variables over a wide operation
range, tight operating constraints and the fact that the boiler-
turbine plant take part, more frequently, in the grid power
regulation. Furthermore the impossibility of having a
accurate model without uncertainty difficult the process
control (Toodeshki et al., 2008). Considering all the reasons
mentioned above, the task of designing an advanced



controller for the boiler-turbine, that should be simple and
easy to implement, is a challenging assignment.

The control of boiler-turbine has attracted the attention of
many researches in the last years. Different control strategies
have been proposed in the literature, where some of them use
linearization techniques (Chen et al., 2004; Tan et al., 2005;
Zheng et al., 2006; Tan et al., 2008; Sarailoo et al., 2012).
Also in (Dimeo et al., 1995; Fang et al., 2004; Wu et al.,
2009; Wu et al., 2010) different control methods based on
Hinf are applied. In (Fang et al., 2004) the loop-shaping H\inf
method is used to design the feedback controller and the final
controller is reduced to a multivariable PI form. In (Wu et al.,
2009; Wu et al, 2010), the nonlinear boiler-turbine
dynamics were represented by the Takagi and Sugeno fuzzy
model. Then, a fuzzy Hinf state feedback control law was
synthesized in terms of linear matrix inequalities (LMIs). In
(Thangavelusamy et al., 2013) the authors propose a Fuzzy
logic based Sliding Mode Control (FSMC) to a drum-type
boiler—turbine system with a proportional integral controller.
The drawback of these methods lies in the need of linearizing
the model for a certain range of operation.

Several authors suggest the combined application of different
control techniques such as genetic algorithm (GA), fuzzy
control, gain scheduling, sliding mode, for the control of
boiler-turbine. In (Wu et al., 2012) the authors uses several
techniques jointly, first, a nonlinear predictive control based
on an online Recording Horizon Control (RHC) algorithm
with genetic algorithm is designed. Second, an Hinf fuzzy
controller is implemented. Finally a switching control
strategy is applied to choose between the two described
controllers. In (Wu et al., 2013) is presented a data-driven
fuzzy modelling strategy and predictive controller for boiler-
turbine. In this work the behavoir of the boiler-turbine is
dived into a number of local regions taking into account the
measurement data, then a multimodel-based model predictive
control (MMPC) is developed. Finally a Data-driven Direct
Predictive Controller (DDPC) is designed with an online
update of the predictor. In (Ghabraei et al, 2015) a robust
adaptive sliding mode controller (RASMC) for a
multivariable nonlinear model of boiler— turbine is presented.
First the authors develop an input-output feedback
linearization with the purpose of overcome the coupled
nonlinearities. Then a new decoupled inputs model is
generated. Finally suitable sliding surface for the RASMC is
considered. In these works, the complexity of the controller is
incremented by the number of stages included in the control
structure. Furthermore, in general, an approximation or
transformation of the nonlinear system is required. In
addition, most of the mentioned works focused on boiler—
turbine dynamics without modeling imprecisions.

This work provides a simple solution to the above
challenging problem. A new control approach originally
developed for robotic systems (Scaglia et al., 2009) is applied
successfully in trajectory tracking of a boiler-turbine in
presence of parametric uncertainties. The technique uses
numerical methods and linear algebra to solve the problem.
This structure has been used successfully in different
nonlinear multivariable models, (Romoli et al., 2014, Serrano
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et al., 2014, Cheein et al.,2016). This simple approach
suggests that knowing the value of the desired state, a value
for the control action which forces the system to move from
its current state to the desired one may be found. The
theoretical fundamentals are based on easily understandable
concepts and there is no need of complex calculations to
attain the control signal. The adaptive scheme is obtained
analyzing the system stability and the asymptotic stability of
the complete controllers is proven through Lyapunov theory.

The paper is organized as follows: in Section 2, the dynamic
model of a boiler-turbine is presented. The methodology of
the controller design is shown in Section 3. The development
of the parameter updating is detailed in Section 4. In Section
5, the theoretical results are validated with simulation results
of the control algorithm. Finally, Section 6 presents the
conclusions.

2. DYNAMIC MODEL OF THE MOBILE ROBOT

A 160MW oil-fired electrical power plant model is used in
this paper constituted with a drum type boiler and a turbine.
The model is based on the P16/G16 at the Sydvenska Kraft
AB plant in Malmd, Sweden (Bell et al., 1987),. This model
is widely used in the specialized literature (Tan et al., 2008),
(Tan et al., 2005), (Fang et al., 2004; Sarailoo et al., 2012), .
The boiler dynamic model is provided by both physical and
empirical methods based on data acquired from a series of
experiments and identifications which capture all the relevant
characteristics of the process. The nonlinear boiler-turbine
dynamic model is given by the following equations:

X =-0.0018u,x " +0.9u, — 0.15u,

X, = (0.073u, —0.016)x " - 0.1x, 1)
X, = (141u, — (1.1u, —0.19)x) /85

Y, =X

Y, =X, (2
y, = 0.05(0.13073x, +100c +q, / 9 — 67.975)

In (1) and (2), the state variables xi, X2, and Xz denote drum
pressure (kg/cm?), electric output (MW), and fluid density
(kg/m?3), respectively. The inputs us, Up, and us are the valve
positions for fuel flow, steam control, and feedwater flow,
respectively. The output ys is the drum water level (m), and
o and ge are steam quality and evaporation rate (kg/s),
respectively and are given by:

(1-0.001538x,)(0.8, — 25.6)
o =
X, (1.0394 —0.0012304x, )

®)
q, = (0.854u, —0.147)x_ +45.59u, — 2.514u, —2.096

The system presents the following physical restrictions in the
control actions:



—-0.007/sec < % <0.007/sec

—1/sec < % <0.1/sec
dt (4)

-0.05/sec < % <0.05/sec

0<u <1 Vie(23)

The Figure 1 shows a simplified scheme of the plant used.
The boiler part has as inputs the control action u, uz and the
output yi1, ys, them the steam generated is directed to the
Turbine part by means of u, generating the required
electricity output y-

Feed-water flow
u

Steam control
u.

/;\ /’—\l A /ﬁy
=) : ‘

\,7/ Boiler ®®L> Turbine | === Powe;output
= Q= )

!
Fuel flow Drum pressure

Y Water level
Ys

Fig.1: Simplified scheme of the plant used

Some typical operating points of the boiler-turbine model (1),
are tabulated in Table I. The literature, in works such as
(Bell et al., 1987; Fang et al., 2004; Tan et al., 2004) usually
takes the operating point #4 as the nominal point. For more
details about the points of operation see (Bell et al., 1987;
Fang et al., 2004) .

TABLE |
Typical operating points of Bell and Astrom model

#1 #2 #3 #4 #5 #6 #7
X1° 75.60 86.40  97.20 108 1188 129.6 140.4
Xg 1527 36.65 5052 66.65 8506 1058 128.9
Xg 299.60 34240 38520 428 4708 513.6 556.4
ulo 0156  0.209 0271 034 0418 0505 0.6
ug 0483 0552 0621 069 0.759 0.828 0.897
ug 0.183 0.256  0.340 0.433 0.543 0.663 0.793
yg -0.97 -0.65 -0.32 0 032 064 098

3. CONTROL DESIGN

The basic objective of any design for boiler-turbine control
system is to make the electrical output y, follows the load
demand rapidly while the water level y; and drum steam
pressure y; within the allowed limits are maintained. Besides
fulfilling the previous objective, the proposed controller is
capable of following the allowable trajectory for the outputs
y1 and Y, holding ys constant within certain limits/bounds.
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Remark 1: Allowable path is that one which may be
physically realizable, considering the dynamics and
constraints of the plant.

Remark 2: It is considered that the values of the state variable
are available in every time

In this section, the control law capable of generating the
signals us(t), uo(t), us(t), with the objective that the outputs
yi(t), y2(t), ys(t), follow the desired trajectories, previously
determined, yad(t), yad(t), Yada(t), is designed. Where yi4(t) and
ya¢(t) will be variable trajectories while ysq(t) will be a
maintained constant. These requirements result in order to get
a stipulated output power, varying as desired the pressure
generated in the boiler and maintaining the water level in the
boiler within a safe level, avoiding in this way that
overheating occurs (Wu et al., 2010; Chen, 2013).

According to (2) the output ya(t), y2(t) are manipulated by xi,
X2 respectively, therefore modifying the states xi, xz, the
desired output yiq(t), yoa(t) are achieved. Then, the state
variable xz is formulated to attain the desired value of the
yad(t). Once all the state variables are available, in order to
achieve the tracking control objective, it is necessary
calculate the control actions which lead the system to the
desired trajectories, by solving a system of linear equations.

The first step of the proposed methodology is to write (1) in a
matrix form:

_03 u, X,

9 _0 X 9/8
0 ox™ 0
0 —O.X 0, ||u X

®)

Where the parameters @ are the same ones that (1)

6 =09 ¢ =00018 ¢ =015 ¢ =0073 6 =0.012
6 =1658 6 =0016 ¢ =01 ¢ =0.0022

Writing (5) in symbolic form, we have:

Au = X+ Bx (6)
Where (6) represent the real dynamic model of the boiler-
turbine. It will use to find the expressions of control actions
for tracking trajectories.

Remark 3:The real parameters of the system boiler-turbine
are 0=[0,...,0

1 9

]T , While the estimated parameters used by



the proposed controller will be 6 =[4,...,4,] . Finally the
error the be
0=(0-0)=[0,...

in parameters election will

’é9]T :

Remark 4: When accurate knowledge of the model is
mentioned, this means that the plant parameters are known

exactly (6 = 6) ,
considered 6 = (0—9) .

otherwise, parametric uncertainty is

Considering exact knowledge of the model and based on the
inverse dynamic, it is proposed the following control law
which considers (6) as a purely mathematical system

Au= b (7
Where
b=06+Bx
o, Xm + klex]
6=|0, =X, + kzexz
o, X, + k3exa

The variables xiqg y X2q represent the desired values of the
states to be achieved, Xse; represents the required value that
must have Xs to attain the desired value of the ys;. The
expression of the xze; will be found in the next paragraph. The
constants (ki,kz,ks > 0) represent the parameter of the
controller. Finally ey, ex, exs represent the individual
tracking errors.

Remark 5: The value of the difference between the desired
and real trajectory will be called tracking error. It is given by

e =X, X, =X, —X,e =X, —X . The tracking error

is represented by [le [|=/(e,” +e,* +e *) .

The value of Xse, is found using the latest expression of (2). It
aims to force y; for achieving the desired output value yzq by
varying Xse

y, = 0.05(0.13073x +100; ,+q,. , /9~ 67.975)

(1-0.001538x_)(0.8x — 25.6)

y =005(0.13073x_)+
x_ (1.0394 - 0.0012304x )

(0.854u —0.147)x  45.59u  2.514u  2.096
-+ 0.05 . -+ - = - - 67.975
9 9 9 9
Yy, 2 VY., when X, > X

®)
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Where the values yaq, X1, U1, Uz, Uz are known. The value of
X3z 1S obtained using algorithms that find minimum of
unconstrained multivariable function using derivative-free
method (Brent, 2013).

Remark 6: When the algorithm is implemented in t=0 the
values u1(0), u2(0), us(0) and Xse(0)=x3(0) are obtained
depending on the chosen operating point according to Table
1.

The system (7) can be considered as a system of linear
equations, where u represents the unknown matrix, A the
coefficient matrix, and b = ¢ +Bx the matrix of independent
term. The solution of the system (7) is resolved through least
square theory (Strang, 2006). Analyzing A is noted that it is
always linearly independent, because xi is never zero in
normal operation, therefore, the inverse of the matrix A
exist.

u=A"6+A Bx 9
Using the process of Gaussian elimination (Strang, 2006) the
analytic expressions of the control actions are found

1 o
301+—3(03 —O0,X )+...

1 176

02 03 95
) 01 64

00,0,
_ 1 9/8
u, _0_(02+07X1 +6’8x2)x1

4

u,

-1/8 9/8
+ X, j(o-2+07x1 +98x2)

(10)

-9/8

95
6,6

6

l -1/8 9/8
u, :0—(03—499x1)+ X, (02 +6.% +€8x2)
6

The proposed controller design is completely finished by
using the relationships given in (8), which will be used to
generate the control actions in (10).

Theorem 1: If the system behaviour is ruled by (6) and the
controller is designed by (10), then e —0 with t —> o

when trajectory tracking problems are considered. The proof
of Theorem 1 and the convergence to zero of tracking errors
can be seen in Appendix A.

4. ADAPTIVE LAW

In this section the existence of parametric uncertainty is
considered, where the estimated parameters used by the
controller are far from the real values of the plant. This
uncertainty, when is not taken into consideration, affects the
performance of the developed controller. To compensate this
effect a methodology is proposed to adapt the internal



parameters of the controller and compensate the influence of
the parametric uncertainly in the trajectory tracking.

When parametric uncertainty is considered, the control action
designed in (9) is modified using the estimated parameters of
the model instead of real parameters

u=A"c+A Bx (11)
Where
=z (A3+Aiixl”s] ?i
91 9194 9194 6 176
. 1
A'=|0 —x 0
64
0 A‘95A leus é
L 476 66 -
0 0 0
B=|dx” 64 o0
-0, 0 0
Besides, the real boiler-turbine model (6), can be
descomposed considering the Remark 3 as follows:
(A-A)u=x+(B-B)x (12)
Where
él ~2 X19/8 - ~3
A=|0 X" 0
0 —55 X, 676
0 0 0
B={6x" 64 0
-0, 0 0

The error equation of the control system when there is
parametric uncertainty is obtained replacing (11) in (12).

(A — A) (Aflc + Aflﬁx) =X+ (B — B)x
which is equivalent to

6—%=AA"6+AA'Bx - Bx

Analyzing the left side of the equation and considering (20)
and (21) in the proof of Theorem 1 we have:
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é +Ke, = AA"6 + AA 'Bx - Bx (13)

Analyzing the right side of the equation, we see that all terms
are pre-multiplied by matrices that contain terms which
depend on the errors in the parameters. Therefore each term

can be written as a function of @ as follows:

0o 0 0 0 0 0 0 o 0
. % -
Bx=|0 0 0 0 0 0 x® x 010
00 0 0 0 0 0 0 -x
Bx=G0

Where G: is a 3x9 matrix. In the same way the remaining
terms are rewritten

AAe = Gzé
AA'Bx =G0
Where G2 and Gs are a 3x9 matrix. Then (13) can be replaced
by
¢ +Ke, =G,8+G0-G0
(14)
¢ =-Ke +G0

Where G=G2+Gs-Gi1. The expression (14) represents the
error equation of the control system when exist parametric
uncertainties, where the term GO represents the influence of
the parametric uncertainties in the tracking errors. The full
development of the matrices Gi, G2, Gs and G are detailed in
Appendix B.

Analyzing (14) and considering the following Lyapunov
candidate function (Khalil et al., 1996)

V=e'e +0'0 (15)

Such that =6-0 his time derivate can be considered as
0 =0 due to the vector of real parameters 0 is considered
constant. Then the time derivate of (15) can be written as:
V=-—r'Ke +e G0+0'0 (16)

Analyzing (16) is defined the following parameter-updating
laws for the proposed adaptive controller.

0=-G e

X

(17)



Substituting this expression in (16) we have

V=-e'Ke <0 (18)

Where K = diag (k ,k

Lk, k,)>0 and e equals to

[x, —Xx.,%, —%,x, —x], therefore, (18) is negative

definite and consequently the system with the proposed
adaptive controller is asymptotically stable, which means that

e (t) >0 whent—oo .

An illustrative scheme shown in Fig. 2, where it is observed
that the adaptation block is continuously sensing the state
variables of the boiler-turbine and the desired states to be
followed of the controller. The adaptation block updating the

values of the 6 according (17) make that the tracking error
e (t) tends to zero (18).

X X, X

X4 X2q- X3

I 3

Controller -

~

0

. J

Fig. 2. Scheme. Adaptive Control Law.
5. SIMULATION RESULTS

To demonstrate the theoretical result obtained in the previous
section, the proposed control system was tested in three
different simulations. In the first one, the Monte Carlo
method is applied to select an optimal set of controller
parameters (Tempo et al., 2007); secondly, the controller
developed is compared to different controllers proposed in
the literature, for demanding tracking requirements; in third
place, the controller is tested considering parametric
uncertainty in the model. The added uncertainty is a 20% of
the nominal value in all parameters of the model (Bell et al.,
1987). In this simulation, the performance of the developed
adaptation law is shown.

The goal of the simulations is to confirm the good
performance of the controller obtained in the previous
section. The simulations are performed using a simulator
developed in the Matlab© platform, which considers an
accurate model of the boiler-turbine. The control approach is
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applied on the original time-continuous system. The outputs
y1d(t) and yzq(t) will be variable trajectories while ysq(t) will
be maintained constant and equal to zero (Wu et al., 2010;
Chen, 2013), .

5.1 Monte Carlo Experiment (MCE)

In this section the developed controller for boiler-turbine
plant is subjected to an Monte Carlo Experimentation. The
MCE aims to find the optimal parameters controller

(k,,k,,k,) optimizing a defined cost function. An idea

1! 72!
widely used in the literature is to consider the cost incurred
by the tracking error (Cheein et al., 2013). Let ® be a

desired  trajectory,

c,’= %J.(y M-y,1) dt the

quadratic error of the output y; withi € {1,2,3} . Thus, the

cost function can be represented by the combination of all
quadratic errors,

c’=

l(c:y“’+c:y“’+<:y“’) (19)
o\ . A

In this work the MCE is carried out considering N=1000
simulations. This number was calculated according to
(Tempo et al., 2007) in order to have a high accuracy in the
solution found. The MC experiment allows to find
empirically the parameter values minimizing the cost
function (19).

The system begins balanced in the operating point #4 shown
in Table 1. In t=100s is requested a change of operating point
suddenly, from #4 at #2 (see Table 1). Then it is asked to
follow these desired trajectories for yiq and yaq:

y,, = 9sin(0.02(t —100)) +0.02(t —100) + 86.4
y,, = 9sin(0.03(t —100)) + 0.05(t —100) + 36.65

100<t<800

The desired value of ysg equals to zero for all the
experimentation. This prevents any overheating of the boiler.
The desired trajectory for the electrical output and drum
pressure are out of a real operating requirement. However,
the goal of proposing such paths is, to show the good
performance of the proposed controller to follow any
demanding and difficult requirement.

Experimental considerations of MCE:

The simulations are performed using MatLab
software platform.

All simulations are implemented with the same
desired trajectory @ .



e For each simulation, the controller parameters are
chosen in a random way, as specified in (Tempo et
al., 2007).

The Fig. 3 shows the temporal response obtained for the
specified desired path to N=1000 simulations. As it can be
seen, the controller presents a good performance, despite the
demanding requirement. The Fig. 4 shows the tracking errors
outputs for each simulation. The convergence time of the
errors is a function of the selected value of the controller’s
parameters. The Fig. 5 shows the values taken by the cost
function for each simulation. The minimum cost occurs in the
simulation number 593, corresponding to the values of the
controller’s parameters [ki k> ks]=[1.2, 1.12, 1.05]. This
values will be used in the next simulations as the optimal
parameters of the controller.
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Fig. 3. Monte Carlo experimentation.
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Fig. 5. Cost of Monte Carlo Experiment.
5.2 Controllers” Comparison

The performance to the proposed controller, when it does not
considere uncertainties, is compared with two controllers
developed in (Wu et al., 2010). The specification of the
desired trajectory are (Wu et al., 2010):

e The desired path yiq starts to be stabilized in 75,6
Kglcm?, then in t=500s an instant change is
requested, taking a value equals to 135,4 Kg/cm?,
finally in t=1500s the output y; returns to the
original value.

e The request ypq suffers a set-point change from
15,27 MW to 127 MW in t=500s, then it returns to
the original value in t=1500s.

e The desired trajectory ys¢ remains constant and
equals zero for the whole experiment.
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Fig. 6. Tracking trajectory. Comparison Controllers.



In this simulation the compared controller are Cl= TS
Control, C2= Linear Control and C3 our proposal
controller, where C1 and C2 are developed in(Wu et al.,
2010). Fig. 6 shows the outputs, where in D represents the
desired values for each output, while the Fig. 7 shows the
control action. As it can be seen the response of the controller
C3 have a better performance for the stipulated trajectory
specially for y, that is the main variable to follow. In this one
it can be observed that the C3 follows more quickly the
desired requirements.

u, - Fuel Flow

2000

1500

500 1000

Pt

1000

500 1500

u, - Feedwater Flow u, - Steam Control

1000 1500

time (sec)

500 2500

Fig. 7. Control Actions. Comparison Controllers.

5.3 Parametric Uncertain

In this section the performance of the controller incorporating
the proposed adaptation law is tested. For this purpose, a
comparison is performed between the controller with and
without parameter updating development. The desired
trajectories are formed by simultaneous set-points changes
for the outputs y; and y». In this simulation it is considered a
20% of the parametric uncertainties in all parameters of the
system.

The Fig. 8 shows the response of the proposed controller with
and without parametric updating when the tracking trajectory
is performed. In the Fig. 9 shows the tracking errors for the
outputs using the proposed controller. As it can be seen the
tracking error decreases, especially for the main output y.
when the parametric updating is commissioning.

The Fig. 10 shows the cost function defined in (19) for both
cases, where the cost is reduced in a 59,89% due to the
adaptation law proposed.

The evolution of the estimated parameters along the time is
shown in Fig. 11, where it is explained how the parameters
are adapted to each change of operating point.
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Despite that, the parameters tend to a fixed value.
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Fig. 8. Experiments with and without parameter updating.
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7. CONCLUSION

In this paper, a new control law with parameter updating for
trajectory tracking in a boiler-turbine was proposed. The
control actions for a zero-error trend, are obtained through
linear algebra techniques by means of the resolution of a
linear system. These techniques are based on simple methods
and do not require the use of coordinate transformation, and
complicated adaptive scheme; the process model and the
values of yiq and y»q are the only variables needed to be
known.

The main advantages of the proposed controller are the
simplicity of the design procedure and the ability to follow
any path allowable for y1 and y, since, in normal operating
conditions. The different tests carried out in this work prove
the good performance of the proposed controller design
procedure, even when they are compared with a controller of
the literature. In fact, the system behavior was tested,
reaching better performance than those ones obtained by (Wu
et al., 2010). The parameter updating is obtained through the
study of the stability analysis based on Lyapunov theory. The
convergence to zero of the tracking errors for the controller
and for the adaptation law were demonstrated by the
Lyapunov theory. The results proved that the proposed
controller is capable of tracking a desired trajectory with a
small error when the dynamic parameters are adapted.
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Appendix A

Theorem 1: Considering accurate knowledge of the model
according Remark 4 and replacing the expression of the
control actions (9) in the system (6) are obtained the error
equation of the control system.

A(Aflc + Alex) =x+Bx

6+ Bx =x+Bx (20)
(c-x)=0

According to (7) we have o-x=eé +Ke , where
K =diag (k k .,k )>0 and e =[x, —x,x —x,x_ -x] ,
thus (20) can be written as follows

e =-Ke, (21)

The expression (21) represent the error equation of the
control system when there is no presence of parameter
uncertainty.

It is now considered the Lyapunov candidate function

1 T
V=—ewe>0 (22)
2

The time derivative of the Lyapunov candidate function can
be written as

V=eg'e =—e'Ke <0 (23)
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is negative definite.

Hence, one can straightforwardly conclude that the system
controlled by proposed controller (10), when there is no
presence of parameter uncertainty, has an asymptotically

stable equilibrium at the origin, which means that e (t) — 0

when t - o0 . ]

Appendix B

Equation (13) represent the error equation of the control
system in function of the system matrix, when there is
parametric uncertainty

¢, +Ke =AA"c+AA Bx-Bx (24)
The objective is replace the right side of the equation (24) by
expressions that depend on 0 =[4, ..., 4, ] . Tacking the last

term of the right side of (24):

0
Bx=|6,x" +0,x,
HQXI
Therefore
000000 0 0 0
Bx=[0 0 0 000 x¥ x, 010
000000 0 0 -y
(25)
Bx =G0

Proceeding in the same way and using the Symbolic Math
Toolbox of MatLab, the expression of the two remaining
terms of (24) were obtained. The expression of the term

AA'6 is equivalent to:

(26)

Where the elements a are equal to zero excepting the

positions {a,,,a,,,8,,,8,,, 8,3, , whose expression are



N T S 5 Whose nonzero elements are:
wola a6 r\ ad 666

11 3 57 3 49 2 6 8 2
a =—2 U
oo 4000y Bl
sy ! 6,6,6,
a = _2_5263x13 9
s =T T 6 o b G
12 é4 é4
a =2 - . L
24 Oy b =— 0567 %4 + X G508 X% %
y 13 6,6 8 6,05
a,. — T2 )fl n .9
35 6, b — ) X2+97X14
. 7y 24 é4
a :(ﬁ_i_o'zes’ﬁ 8 %
b b 6,65 _ xB(s 5%
b, =- ) 0.X +0.X
i AA Ry i i . b % ésx{% 5 5%
The expression of the AA™Bx is equivalent to: b, =22+ W(gsxz 16X )
6 4Y6
b11 b19 ; i
< nn i ) T . The matrices G,,G,,G, are completely constituted by
AA"Bx=| : . 1160=G6 (27) _ _
know values. The matrix G isequalto G=G,+G, -G,
b, - b, and your expression is
r T
2y +hyy 0 0
2, by, 0
23thyg 0
B 0 8Dy, 0 B
GO = 0 0 ag5tbys | @
0 0 agg +hyg
%
— 8
0 0
0 % 0
L o 0 i
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Abstract. In this paper, a new variable gain controller for the double integrator is proposed. A
second order sliding mode, such as Twisting control synthesis is presented using variable gain.
In order to keep properties such as finite time stability, a first order sliding mode is designed as
variable gain. A nonsmooth strict Lyapunov function is identified to establish global finite time
stability of the nominal system. In order to support theoretical results, a one-link pendulum is
considered as a test bed considering the presence of bounded, persistent and state space variable

dependant disturbances.
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1. INTRODUCTION

In the last decades, the sliding mode control become a
popular strategy for control of nonlinear uncertain sys-
tems, with a very large frame of applications fields, parti-
cularly with electromechanical systems (Orlov et al. [2003],
H. Sira-Ramirez and Rodriguez-Angeles [2010], Shtessel
et al. [2007]). Considering a discontinuous function and
using high control gain, the main features of this strategy
are the robustness of closed-loop system and the finite-
time convergence to the point of interest. One of the
first second order sliding modes controllers (SOSM), the
twisting algorithm, became very popular due its advantage
to consider Coulomb friction of a mechanical system as
part of the controller (S. V. Emelyanov and Levantovsky
[1986]). Moreover, it is well known that this algorithm
has properties such as finite time stability (FTS) and
robustness against bounded external perturbations (see for
example Orlov [2008]).

Then, the main drawback of the sliding mode control, the
well-known chattering phenomenon (for its analysis, see
Boiko and Fridman [2005], Fridman [2003]), is important
because it could damage actuators and systems. In litera-
ture, several works on the literature have been devoted to
modify SOSM controllers to reduce this phenomenon. A
first way is using another kind of discontinuous functions
(see Orlov et al. [2011], Bhat and Bernstein [1998], Qin
and Duan [2012]) in order to design a smooth control
law. However, there is a trade-off between the robustness
of the closed-loop system and the chattering present in
the control action. A second way to decrease the chatte-
ring phenomenon is the use of higher order sliding mode
controller (G. Bartolini and Utkin [2000], Levant [2007],
Fridman and Levant [2002]).

Adaptive sliding mode is an alternative way considered in
the literature (see for example (T. Gonzales and Fridman
[2012]), (Edwards and Shtessel [2014])). The main objec-

* CONACYT grant 53869.
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tive is to design a dynamical adaptation of the control
gain in order to be as small as possible whereas sufficient
to counteract the uncertainties and perturbations. Indeed,
in (Lee and Utkin [2007]) and the references there in,
the chattering phenomenon depends proportionally on the
gain of the controller, i.e. a big gains or over-estimated
gain, gives larger control magnitude and larger chatter-
ing (see for example (Y. J. Huang and Chang [2008]),
(F. Plestan and Poznyak [2010]), (M. Dal [2011])). In this
works a first order sliding mode is under study using a
dynamic law for the gain of the controller. In (Y. J. Huang
and Chang [2008]), the idea is based on use of equivalent
control: once sliding mode occurs, disturbance magnitude
is evaluated and allows an adequate tuning of control
gain. In (F. Plestan and Poznyak [2010]) the gain is dy-
namically tuned in order to ensure the establishment of
a sliding mode; once this sliding mode is achieved, the
gain is adjusted in order to get a “sufficient” value in
order to counteract the perturbations and uncertainties.
In all this works a first order sliding mode is considered.
In (A. Levant and Plestan [2011]) a dynamic adaptation
law is used in the twisting algorithm where the uncertainty
is bounded, so that one knows in advance the value of the
gain controller which is sufficient to establish and keep the
sliding mode.

This work is based on the idea of dynamic adaptation law,
i.e. variable gain (Lee and Utkin [2007]) and a second order
sliding mode, the well known Twisting algorithm. In prac-
tice, usually the constant perturbations are small, then the
uncertainty term can be modeled as a constant term and
a state space variable and/or time dependant term. With
this in mind, a first order sliding mode is designed with
respect to the gain of the controller, in order to follow an
adaptation rule known a priori, i.e. save energy and reduce
chattering phenomenon. Moreover, the idea of implement
any adaptation rule for the gain can be considered. A non-
smooth strict Lyapunov function is proposed to analyze
the stability of the nominal closed-loop system. The sta-



bility analysis shows that this algorithm preserves the well
known properties of a sliding mode controller such as finite
time stability. The robust algorithm will be considered in
a separate paper, nonetheless numerical simulations are
shown considering bounded and state space dependant
disturbances, in order to support theoretical results.

In section 2 the problem statement is presented: the stabi-
lization of an uncertain system is under study. In section
3, the closed loop system is analyzed using non-smooth
Lyapunov functions, in section 4 to support theoretical
results a numerical example is shown and in section 5 are
the conclusions of this work.

2. PROBLEM STATEMENT

Consider an uncertain system that describes the dynamics
of a mechanical system and it is well known that has
relative degree two,

T=y
y=f(z,t) + 74+ 6(z,y,t), 2,y €R, (1)

The known part of the system dynamics is represented
by function f(x,t). The not known part of system dynam-
ics (such uncertainties, external /parametric perturbations,
noise, among others) are concentrated in §(¢, z,y) and the
control signal is represented by variable 7. The uncertainty
term is considered bounded by

0(z,y,t)] < M(z,y,t) + p (2)
where M (z,y,t) is Lipschitz and p is a positive constant.
The solutions of all systems of differential equations are

understood in the Filippov‘s sense Filippov [1988]. For
system (1) the following control design is proposed

T=U— f(z,t) (3)
where U is the proposed algorithm. In the next section an
homogeneous control law is proposed in order to achieve

finite time stability using a non smooth Lyapunov func-
tion.

3. NOMINAL SYSTEM

In this section, the stability of a control law of the
unperturbed system (5) will be studied. Indeed, consider
the nominal system (1) and the new proposal, Dynamic
Gain Twisting Control Law (DGT),

U=—(lal + B) (sgn(x) — ysgn(y))
o= _klsgn(a - M(ZL’, Y, t)) - kQ(a - M(:L’, Y, t)) (4)
where (3, k1 and ky are positive constants and 0 < v < 1

and M(z,y,t) is as equation (2). Then, the closed loop
system is as follows uncertainty term.

T=1y
y=—(la| + B) (sgn(x) + ysgn(y))
o= —klng(S) — k‘QS

where the S = a — M (z,y,t).

Theorem 1. Let the parameters of the switched system (5)
be such that conditions

()
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1 . .
k1>EM7 k2>V, VB’Y>M

v>1 0<vy<1 (6)
are satisfied and v, k1 and ko are positive constants. Then,
the system (5) is globally uniformly finite time stable
around the set (z,y,2) = (0,0, M).
proof :

In order to study the stability of the set (z,y,a) =
(0,0, M (z,y,t)) of system (5), a nonsmooth Lyapunov
function is proposed.

Vg, @)= (ks +v8) o] + (k2IS| +vla )l
1 1
+5vy” + [Slysen(z) + 557 (7)

with v as a positive constant.

First step. Lets show that V(z,y, ) is a positive definite
function.

V(z,y,a) = (ki +v8)lal + (k2IS| + vlal ) |z}

1
+-p"Pp
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where pT = [y 5]
Now, if det(P) > 0 then function (7) is definite positive,
then the following inequality must hold at all time: v > 1.

(8)

v

11 (9)

Moreover, a lower bound and an upper bound of V(z, y, @)
are estimated using the eigenvalues of matrix P, i.e.
Amaz (P), as follows

Gmin (|21 + 15121 + [allz] + [Io][2) <

V(@,,0) < Gmae (J2] + ISzl + lalls] + [lo]*) ~ (10)

|

1
Cmaz:max{kl+V57k27V72>\ma1(P)} (11)

where

1
kl +I/ﬁ7k2,1/,*Amin(P)

C’min = min { 2

Since zy < 2% + y?, note that the terms |S||z| and |a|x]
can be described using quadratic functions as follows:

V(z,y, ) < Cmaz (|ac| +22+a®+y2 + 5’2) (12)

Now, let’s calculate the time derivative of V(x, y, ). Note
that V(z,y,qa) is locally Lipschitz everywhere, and it is
differentiable at any point except on the set defined by
S = {(z,y,a)|x = 0}. The set S does not contain any
trajectory of system (5). This means that V (z,y, a) com-
puted along the trajectory (z(t),y(t), a(t)) exists almost
everywhere.

The time derivative of (7) along the trajectories of the
perturbed system (5) is given by



V(z,y,a) = (k1 + vf) sgn(z)y

+ k| Slsgn(z)y
(S) (klsg‘n(S) + koS + M)
+ v|alsgn(z)y — v|zlsgn(a) (kisgn(S) + k2.5)
— vy (laf + B) (sgn(z) + ysgn(y))
— ysgn(x)sgn(S) (klsgn(S) + k2S + M)
—|Slsgn(z) (Jaf + B) (sgn(x) + ysgn(y))
-5 (klsgn(S) + k2SS + M)

— kaolx|sgn

(13)

Vi, y, o) = (k1 +vf) sgn(x)y
+ k2| Slsgn(x)y
— ko|z| (k:1 + ko| S| + Msgn(S))
+ v|alsgn(z)y — v|z| (k1sgn(Sa) + ka2 Ssgn(a))
— vylaf (sgn(z) + ysgn(y))
—vyp (sgn(x) + ysgn(y))
— ysgn(zx) (k‘l + ko S| + Msgn(S))
=S| (la] + B) (1 + ysgn(zy))

18] (k1 + K| S| + Msgn(S)) (14)

V(w,y,a) < —ks (ki — Nsgn(S)) |o| - k3152
—v|z| (k1sgn(Sa) + k2Ssgn(a))
= vlalylyl = vBvlyl
— Mysgn(zS)
=S| (Jal + B) (1 + ysgn(zy))
— 151 (K1 + kaS| + Msgn(S) )

V(w,y.a) < —ky (ky = M = k) Jo]
~ ks (ka = v)|S]le]
~lallyl = (v8y = 31) by
~ (1 =) [alls] = (1) 3]

- <k1 - M) S| + k52 (16)

In order to proof that the function V(x,y, «) is negative
definite, the following inequalities must be satisfied at all
time:

k1> M + kiv; ko >v; vBy > M (17)
Using the following inequality
Emin = min{ —ky (b = M = Faw) s ks (k= v);
vy (vBy =) (1=);
(1-=7)5; (k1 — M) } (18)
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an upper bound for the Lyapunov function V(z,y,«) is
estimated as follows

V(z,y,a) <€ (Jo) + 2% +a® +y* + S%)  (19)
Equation (19) can be written in terms of function
V(z,y, a) using inequality (12)

V(Ivyaa) S -

V(z,y,a) (20)
The above relation ensure that function V(x,y, a) decays

exponentially

V() < V(@(0),y(0),a(0)el"mm)  (21)
on the solutions of (5), uniformly on the uncertainty (2)
and the initial data. Clearly, this proves that the sys-
tem (5) is locally uniformly asymptotically stable (see
for example Orlov [2005]). Then the set (z,y,«)
(0,0, M (z,y,t)) of system (5) is asymptotically stable if
inequality (6) holds. Due to the piece-wise continuous term
koS is locally uniformly bounded, whereas the right-hand
side of the nominal model (5) is piece-wise continuous and
globally homogeneous of degree ¢ = —1 with respect to
dilation » = (2,1,1). Hence, the condition ¢ + 3 < 0,
required by Theorem 3.2 in Orlov [2005] is satisfied, and is
applicable to the uniformly asymptotically stable system
(5). By applying this Theorem, the system (5) is thus
globally uniformly finite time stable. The proof of Theorem
1 is completed.

4. SIMULATIONS
4.1 Problem Statement

In this section, the control problem known as tracking is
considered, using the one-link pendulum system as a test
bed to illustrate the DGT controller performance. The
state equation of a controlled one-link pendulum (see Fig.
1) is given by

(mi? + J)g = mglsin(q) — F(q) + 7+ 0(t,q.q)  (22)
where ¢ is the angle made by the pendulum with the

Figure 1. The one-link pendulum system.

vertical, m is the mass of the pendulum, [ is the distance
to the center of mass, J is the moment of inertia of
the pendulum about the center of mass, g is the gravity
acceleration, F is the friction force, 7 is the control torque,
and d(t, ¢, ¢) is the external disturbance. The friction force
F' is described by

F(q) = pod + pesign(q). (23)
where p, > 0 denotes the viscous friction coefficient
and p. > 0 denotes the Coulomb friction level. Subject



to (23), the right-hand side of the dynamic system (22)
is piece-wise continuous. An uncertainty term §(¢,q, q)
is introduced into the dynamic equation (22) and it is
bounded by (2). The control objective is to drive the one-
link pendulum to a known trajectory in exact finite time,
i.e.

q(t) —x(t) =0 (24)
where z(t) = sin(t) even in the presence of an admissible
external disturbance (2). Let the tracking error be given

by
y(t) = q(t) — (). (25)
Using the DGT control in the form (4)
7=—(la| + B) (sgn(z) + ysgn(y))
&= —kysgn(S) — k2S5 (26)

where S = a— M(z,y,t) and M (z,y,t) = sin(q) the error
dynamics can be written as follows

(ml? + J)ij = — (la| + 8) (sgn(z) + ysgn(y))
+(z,y,t)
&= —kisgn(S) — koS (27)

In order to show the performance of the proposed algo-
rithm, a comparison with the well known twisting con-
troller is considered. In order to achieve the control ob-
jective, d(x,y,t) is a perturbation bounded by a positive
constant M in the case of twisting algorithm (see for
example Orlov [2005]). Considering the new proposal, the
uncertainty term is given by d(z,y,t) = mglsin(q) —
F(¢). Then the DGT controller gain is design considering
M(z,y,t) = 4sin(q) (see equation (2)).

In order to make show the good performance of this new
proposal, three cases are considered. In the first, second
and third case, the compensation of the perturbations
is the only criterion considered. Three sets of gains are
considered, in order to give more information about the
performance of both controllers. In the last case, paramet-
ric perturbations are considered.

Parameters of a real laboratory one-link pendulum system
are considered: the mass of the pendulum is m = 0.5234kg,
the length of the link | = 0.108m, and the inertia about
the center of the mass J = 0.006kg - m?. The viscous
friction is given by p, = 0.53N -m-s/rad and the Coulomb
friction as p. = 0.05492N - m. The initial conditions for
the pendulum, selected for all experiments, are fixed as
0(0) = 7 rad and 0(0) = 0 rad/seg for the position and
velocity, respectively.

Case I. Figure 2 and figure 3 shows the dynamics of
one-link pendulum system in closed loop affected by the
bounded internal perturbations due to the design of the
controllers. The numeric exercise use the constants a = 1,
B = 0.5, as gains for twisting algorithm and for the DGT
controller the values a = 0.5, 8 = 0.25 are considered. The
applied torque to one-link pendulum is shown in figure 4.
In figure 5, the behavior of the dynamic gain of the new
proposal is presented.

Case II. Figure 6 shows the dynamics of one-link pendu-
lum system in closed loop affected by the bounded internal
perturbations due to the design of the controllers. The
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Figure 2. Tracking stabilization of the one-link pendulum
(position).
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Figure 3. Tracking stabilization of the one-link pendulum
(velocity).

——Twisting
——DFT

torque [Nm]
(@]

0 5 iO 15 20
Figure 4. Applied torque to one-link pendulum.

numeric exercise use the constants « = 2, § = 1, for
twisting algorithm and for the DGT controller, the values
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Figure 5. Dynamic Gain of DGT controller.

a =1, g = 0.5 are considered. The applied torque to the
one-link pendulum and the behavior of the dynamic gain
of the new proposal is shown in figure 7.

2

—Twisting
3\ DFT .
o
g2l BN NN
= \ s \
< o 2 | —Twisting
IAVAVAVIRE ==
\‘
1 -4
0 5 10 15 20 0 5 10 15 20
1 g Twisting
=0 14 4 —DFT
E 1 »‘/ g ﬂw
=1 Twisting 3
%, ‘( —DFT 3 2{‘!
%73/ k) i '
o
4 2
0 5 10 15 20 0 5 10 15 20
time [s] time [s]
Figure 6. Tracking stabilization of the one-link pendulum.
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Figure 7. Applied torque and Dynamic Gain of DGT
controller.

Case I1I. Figure 8 shows the dynamics of one-link pendu-
lum system in closed loop affected by the bounded internal
perturbations due to the design of the controllers. The
numeric exercise use the constants a = 2.5, § = 1.25, for
twisting algorithm and for the DGT controller, the values
a = 1.5, f = 0.75 are considered. The applied torque to
the one-link pendulum and the behavior of the dynamic
gain of the new proposal is shown in figure 9.

Case I'V. In figure 10 and figure 11, another experiment is
shown considering parametric perturbations in the DGT
controller, where M (x,y,t) = 4sin(2q). It can be easily ap-
preciated that the DGT controller has a nice performance
in spite of parametric uncertainties.

5. DISCUSSION

In the last section, four experiments were presented using
one-link pendulum as a test bed. The well performance
of the new proposal is shown in spite of unknown but
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bounded uncertainties. Moreover, it is clear that the chat-
tering phenomenon is reduced using an algorithm with
adaptive gain.

As it can be seen, the chattering phenomenon depends
on the gain of the controller. Note that using a positive



constant as an upper bound for the perturbation is bet-
ter for implementation purposes. However, the chattering
phenomenon will be present at all time. Considering an
variable gain, i.e. a function as an upper bound for the un-
certainty, vanishing perturbations could be compensated
using variable gain.

6. CONCLUSIONS

Finite time Stability of the double integrator affected by
bounded external perturbations is shown, using Twisting
control synthesis using a dynamic algorithm as variable
gain. With this aim a nonsmooth strict Lyapunov func-
tions is proposed in order to show the stability of the nomi-
nal closed loop system. The performance of the algorithms
were shown by numerical simulations, in spite of bounded
external and parametric perturbations. Indeed, a one-link
pendulum is considered as a test bed. The closed loop
system showed to be robust and provide nice performance
in spite of unknown but bounded uncertainties.
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In this work, the optimizing control of the fed-batch process for the production of Polyhydroxyalkanoates
is carried out by formulating and solving a dynamic optimization problem in order to maximize the
process productivity. The optimization problem is subject to constraints on the feed flow rates, the final
volume and the maximum concentrations able to be reached on the substrate and nitrogen-source in order
to avoid inhibition. For solving the dynamic optimization problem, different parameterization strategies
of the control vector were used in order to compare their effect on the dynamic behavior of the biological
variables, and therefore, on the process productivity. Results have shown that sinusoidal parameterization
of the control profiles lead to higher productivity values while avoiding abrupt changes on the
microorganism environment. Furthermore, it is shown that coupling the optimizing control to a neural
network soft-sensor developed for predicting the number average molecular weight of the biopolymer is
a good strategy in order to fulfill the end-product specifications. In this case, the optimal solution leads to
a productivity over 300 g, while keeping the number average molecular weight at common reported

values for important applications (between 4x10° - 2x108 g/mol).
Keywords: Advanced Control, Optimization, State Estimation, Biotechnology, Simulation.

1. INTRODUCTION

Polyhydroxyalkanoates (PHAS) are polymers from biological
origins, which are currently claimed to be an environmentally
friendly option for replacing petroleum based plastic
materials in a wide number of applications. However,
production costs of these plastic materials are still higher than
the petroleum based ones, which has prevented the expansion
of the biopolymer industry, despite the fact of its innumerable
environmental advantages. Therefore, in the last years,
scientists have put many effort in improving the technical and
economic feasibility of the process. Some of these works
focused on using alternative low cost substrates (Lee & Na
2013), (Dietrich, lliman & Crooks 2013). Other works have
focused on using tools from the Process Systems Engineering
(PSE), in order to address the optimization and control of the
process, towards increasing its productivity (Keshavarz &
Roy 2010), (Khanna & Srivastava 2006) and (Lépez , Bucalé
& Villar 2010).

In this work, it is proposed to maximize the productivity of
the PHA’s production process by applying an optimizing
control strategy based on a first principle model containing
the most relevant dynamics for the process (substrates,
biomass, polymer, dissolved Carbon Dioxide and Dissolved
Oxygen). It is also expected to include characteristics of the
desired product such as molecular weight distribution
(MWD), the Number Average Molecular Weight (Mn), the
Weight Average Molecular Weight (Mw) and/or the
Polydispersity Index (PDI). Due to the importance of
assuring some of these characteristics, the optimizing control
strategy proposed in this work, is coupled to a soft-sensor
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developed for predicting the Number Average Molecular
Weight (Mn).

2. MODELLING OF THE PHA’s PROCESS

The developed model is based on the work by (Shahhosseini
2004), (Khanna & Srivastava 2006), (Amicarelli et al. 2008)
and (Chatzidoukasa, Penlogloub & Kiparissides 2013). The
model is described by equations (1-8), where the dynamic
equations describing the behavior of the biomass (X),
substrate (S), biopolymer (P), nitrogen-source (N), dissolved
oxygen (O.L) and dissolved carbon dioxide (CO>)
concentrations are given. The specific growth rate ()
depends on the glucose concentration (S), nitrogen-source
concentration (N) and Dissolved Oxygen concentration
(O.L), following a sigmoidal relationship. Fi, F; and Fs
correspond to the feed flow rates of the substrate, nitrogen-
source and oxygen, respectively. Sin, Nin and O, correspond
to the concentrations of substrate, nitrogen-source and
oxygen in the feed. Finally, V is the fermentation volume.

_ ) Y\ .
w= () (1 (2) )+ (20) W
X =px— 22X @
§=- ((CSX ’UX) + (Rcsx X) + CSP((KLUX) + (sz))) +
5% o
P = (KypX) + (K,X) — 2 p 4)

4



N = (G 1 XD + Rene X)) + 2N, =222 5)
0;L = ((KL(Oz10q — 021)) — (K3uX) — (KoKyp2X) + (KoK X)) +

20y — 20,1 (6)
€O, = (aupt + @)X + a5 — 2O, (7
V=F+F (8)

The model contains 19 parameters. For identifying those
parameters, a hybrid strategy combining the simulated
annealing and the interior point method was used. The
objective function for parameter identification is given by (9).

m Aij

SSWR = XL, X2,
)

©)

Where SSWR represents the sum of the square weighed
residuals, n and ‘m’ are the total number of experimental data
points and variables, respectively. W; is a normalization
factor for each variable. A;; is the difference between the
predicted and experimental data. Experimental data for
identification and validation was taken from (Khanna &
Srivastava 2005). For finding an optimal set of parameters,
the methodology by (Wu et al. 2013) was applied. Results
showed that only 7 parameters are identifiable. Therefore, a
re-optimization strategy was performed for finding a better
value for these sensitive parameters while keeping fixed the
remaining 12 parameters. Figure 1 shows the model results
after parameter identification. It can be observed that model
predictions are in good consent with experimental data.
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Figure 1. Model validation for fed-batch PHA production.
Results for the main state variables: a) Biomass, b) Bio-
polymer, c) Substrate, d) Nitrogen Source.
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3. SOFT-SENSOR DEVELOPMENT
MOLECULAR WEIGHT DISTRIBUTION

FOR

In the case of polymer production, end-product properties are
highly related to the Molecular Weight Distribution (MWD)
achieved during the process, (Sudesh, Abe & Doi 2000).
Therefore, it is important to control the MWD during the
process operation. However, it has to be considered that one
of the main limitations for controlling is the difficulty of
getting cheap and reliable on-line measurements of the
MWD. Previous works by (Penloglou et al. 2010) and
(Penloglou et al. 2012) proposed the combination of a
polymerization and a macroscopic model in order to
determine the MWD in the PHA production. However, the
mentioned works don’t take into account any control strategy
in order to achieve a desired final molecular weight
distribution. Based on the mentioned works, a structured
macroscopic/polymerization kinetic model was simulated in
order to obtain enough “in silico data” for building an
Artificial Neural Network (ANN) capable of predicting the
number average molecular weight (Mn). Such ANN is used
as a soft-sensor inside the optimizing control strategy, in
order to monitor the Mn during the process operation and to
drive the optimization towards finding the conditions for
assuring maximal productivity while keeping the Mn at a pre-
established range (i.e. required for the biopolymer to fulfill
certain mechanical/performance properties)

For simulating the macroscopic/polymerization kinetic model
reported by (Penloglou et al. 2010), (Kumar & Ramkrishna
1996) and (Saliakas et al. 2007), a mathematical technique
called fixed pivot was used in order to discretize the set of
ordinary differential equations that describe the model. It is
important to notice that the integration between the
macroscopic and the polymerization models is the most
important partof the MWD-prediction.. The polymerization
model allows predicting Mn as a function of the monomer
production rate (J,,(t)). Furthermore, J,,(t) is determined by
the way the microorganisms use the available substrate for
producing the biopolymer. A simple approach that avoids the
use of complex metabolic models) for estimating J,,(t) is to
calculate the monomer concentration via the consumption
rate of the substrate (Penloglou 2015), which is predicted by
the macroscopic model presented in section 2, specifically,
by using equation (3).

Figures 2a-2b compare the results obtained for the polymer
and substrate concentrations by using the described
simulation (Model validation), against actual experimental
data reported in (Penloglou et al. 2010). Furthermore, figure
2¢ presents a comparison between the simulation results for
the number average molecular weight (Mn), the “real”
experimental data and the results presented (Penloglou et al.
2010). Differences between simulation results at this work
and the ones reported in the literature are caused by different
kinetic parameters in each case, due to the fact that not all
kinetic parameters were reported. Therefore, those missing
kinetic parameters (the so-called adjusted parameters in Table
1) were estimated in this work through optimization (i.e.
performing a similar procedure than the one explained in
section 2 for parameter identification).



Table 1. Parameters of the polymerization model

Parameters Reported by Adjusted
(Penloglou et al. 2012) Parameters
ki (h'h) 0.62 +9 x 104 0.64x10*
ke(h'1) 0.465x10° 0.44x10°
k; (hh) 0.14+1x10* 0.101x10?
k. (hY) 0.11+2x103 0.114x103
kmz(I/mol/h) 0.85+15x107 0.75x107
kj(hh) 0.83+6x102 0.25x102
Yu 0.35+2x1072 0.23x1072
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Figure 2. Simulation of the macroscopic/polymerization
model: a) Polymer, b) Substrate, ¢) Number Average
Molecular Weight (Mn).
After simulating and validating the  mentioned

macroscopic/polymerization kinetic model, it was possible to
get the required “in silico data” for building an Artificial
Neural Network for predicting the Mn. A feed-forward
network was built using the following set consisting on input
and “measured” variables as an regressor.(i.e. calculated by
the first principles model described in section 2):  [Fa(t-1);
F1(t-2); Fa(t-1); Fa(t-2); X(t-1); X(t-2); S(t-1);S(t-2); N(t-1);
N(t-2); P(t-1); P(t-2); CO.(t-1); CO(t-2)]. Finding such
regressor was not a straightforward task. Therefore, the
selection was carried out as suggested by (Amicarelli et al.
2014). The network was trained and validated by using
respectively, 70% and 30% of the “in silico” data. The
network training was carried out by the Levenberg-Marquardt
back propagation algorithm. A trial and error approach was
used to minimize the error in order to determine the optimal
number of hidden layers and neurons. The ANN obtained is
composed of 14 neurons at the input layer, and 12 and 1 in
the first and second hidden layers, respectively. Results
obtained for prediction of Mn by the ANN have shown a very
good fit, with a mean absolute Error of 0.85% and R2 of
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0.999. Figure 4 compares the ANN predictions against the
validation data.

1:
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o
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Figure 4. ANN predictions for Mn (red) vs. Validation Data
(blue). Normalized data.

4. OPTIMIZING CONTROL

In this section, the development of the optimizing control
strategy for maximizing the productivity in a fed-batch PHA
process is explained. The objective of the optimizing control
strategy is to keep the process operating at maximum
productivity, while fulfilling the constraints. In order to
assure the end-product specifications for the biopolymer, it is
desirable to maintain the average number molecular weight
inside a desired range of values. Therefore, the optimizing
control is integrated with the ANN state estimator. Figure 5
shows the diagram of the control strategy, which includes the
use of the developed ANN and the solution of the dynamic
optimization problem through formulating the optimizing
control problem. The manipulated variables in this process
are the substrate and nitrogen-source feed flow rates.

Dynamic u Bilam Y
Optimizer

Productivity
Function
+

State
Estimator:
ANN

Constraints

Figure 5. Advanced Control strategy: Optimizing Control +
State Estimator

For solving the dynamic optimization problem, the so-called
control vector parameterization approach was used (Banga
et al. 2005). It is important to notice that different
parameterizations of the control vector can be usedhaving
different impact on the state variables, and therefore on the
productivity. For this reason, four different feeding strategies
were compared in this work: i) constant feed flow, ii) single



pulse, iii) piecewise constant, and sinusoidal

parameterization. .

iv)

For the piecewise constant parameterization, the feed flow
rates are described by equations (10-11).

F1,2 = Z;n=1 aiok(p(ti—b ti)(umax - umin) + Umin (10)
0, t<ti_q

Pt t)={1, tiy St<t; (11)
0, t>¢

Where m=12 is the number of steps. Umax=0.3 and Umin=0
correspond to the maximum and minimum values for each
step. The a;, is the parameter that defines the control vector
profile, and is therefore the decision variable of the dynamic
optimization problem. For this specific case, this type of
parameterization uses 12 parameters for each flow rate.

On the other hand, the sinusoidal parameterization of the feed
flow rates was implemented as described by equation (12)
(Ochoa 2016).

t—to

o)t o)+

Fi, =a, +a;Cos (Wl (t ,
y=

)

) o)

a,Cos <W2 (t

(12)

Where wi, w; are the frequency, and @, and @, are the phase
angle of the sinusoidal profile. For this specific case, this type
of parameterization uses seven parameters for each flow rate.

The dynamic optimization problem is described in equation
(15):

RO, oy Pltr) < V(L)) (15)
5.t0. F,>0 (%) (15a)
0<F, <2 (%) (15b)
max (S(t)) < 90.11 (ii) (15¢)
max(N(t)) < 10.11 (i-’) (15d)

Sin < 800 () (15¢)

Ny < 70 (%) (15f)

vV <10L (159)

Where t; is the duration of the process. Constraints (15a-15b)
take care of the maximum and minimum values allowable for
F1 and F», respectively. Max S and max N, are the maximum
substrate and nitrogen-source concentrations allowed during
the fermentation (i.e. for avoiding inhibition). Si, and N;, are
the substrate and nitrogen-source concentrations in the feed
flows F1 and F, respectively. V is the fermentation volume.
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The dynamic optimization problem expressed in (15) was
solved at two different scenarios, in order to compare and to
show the importance of including end-product specifications
as part of the control problem during PHA production. The
scenarios are, i) Optimizing control without constraints on
Mn, and ii) Optimizing control with constraints on Mn.

4.1 Optimizing control without constraints on Mn

Figures 6 and 7 show the optimal F; and F, feeding profiles
for each parameterization case, obtained by solving the
dynamic optimization problem given by equation (15) where
no constraints on Mn are used.

0.18 T T T T

F1 (L/h)

20 30 50
Time (h)

Figure 5. Optimal Feeding profiles for substrate (F1)

T T T

Constant
It Pulse -
---------- PIECEWISG
Sinusoidal | |

Time (h)
Figure 6. Optimal feeding profiles for nitrogen-source (F2)

As it can be observed, the sinusoidal parameterization is a
smooth strategy (i.e. avoids abrupt and sudden changes in the
microorganisms environment), which helps reducing
inhibitory effects on the microorganism. Inhibitory effects are
more pronounced when the microorganism experiences a
rapid increase on the substrate/ nutrient concentrations. Such
rapid scenarios are more prompted to take place when step
type policies (as for example, when the pulse or piecewise
constant feeding policies are followed) are used.

Table 2 shows the productivity reached by applying the four
kinds of profiles to the fed-batch PHA production.



Furthermore, the required nitrogen-source and substrate feed
concentrations for keeping that productivity are shown. The
constant and pulse feeding policies are usually used in
practice due to the easiness of implementation. However, as
results show in Table 2, these policies resulted in very low
productivity values, when compared against the sinusoidal
and piecewise constant policies. The sinusoidal feeding
policy resulted in the higher productivity, followed by the
piecewise constant. Furthermore, the computational time for
solving the dynamic optimization by the sinusoidal
parameterization was lower for the sinusoidal than for the
piecewise constant (results not shown). This is due to the fact
that the sinusoidal approach has a lower number of decision
variables, which of course impacts the time for reaching an
optimal solution. The lowest computational time was reached
for the constant feeding policy, and the pulse strategy,
respectively.  The  substrate  and nitrogen-source
concentrations on the feed are quite similar for all strategies,
except for the single pulse.

Table 2. Feeding strategies comparison respect to

productivity
Feeding Productivity | Nin(g/L) | Sin(g/L)
Strategy (o) in F2 in F1
Constant 364.45 48.66 495.93
Pulse 183.61 38.44 790.59
Piecewise 402.90 43.37 448.52
Sinusoidal 405.17 42.35 463.61

As mentioned, the piecewise and sinusoidal feeding strategies
reached higher productivity values by using a similar
tendency in the feed rates. However, the abrupt changes on
the feed flows calculated by the piecewise strategy could
generate cellular stress due to the strong and rapid variations
that take place on the microorganism environment, which is
reflected on the substrate/nutrients concentrations on the
culture media as shown Figure 7. Such stress will definitively
affect the performance of the microorganism.
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Pisecewise
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Figure 7. Substrate behavior due to the profiles F;

0 10 50

Figure 8 shows the predicted number average molecular
weight distribution (Mn) by the neural network (described in
section 3), when the sinusoidal parameterization is used for
the input flows F; and F; (profiles shown in figures 5 and 6)).
As it is shown, the predicted Mn results in a finalvalue of
1x10% if the optimizing control problem doesn’t consider
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constraints on the Mn which is a low value for industrial and
commercial applications. Therefore, in the next section,
implementation of the optimizing control including
constraints on Mn is addressed.

4.2 Optimizing control coupled with constraints on Mn

Taking into account that the sinusoidal parameterization
showed the best results in the previous case, such
parameterization was used in the present scenario. The
dynamic optimization problem is the same as in equation (15-
15g) but including the following constraint on Mn (Gonzales
Garcia et al. 2013)

400000 (-£) < Mn(®) < 2000000 (-Z)

(16)

Without constraint on Mn

With constraint on Mn

L
[ (6]

Mn (g/mol)

o
ol

20 30 40
Time (h)

10 50

Figure 8. Optimizing control results for Mn: without and
with constraint on Mn.

The objective is to keep Mn inside the desired range in order
to obtain a polymer with adequate thermoplastic properties.
Figure 9 show the feeding profiles that keep Mn at the
desired range shown in Figure 8. It is important to notice that
the final Mn is 8.07x10°% g/mol, which corresponds to values
reported in the literature for PHA applications. Finally, the
productivity reached was 369.13 g which is lower than in the
previous case, but still fulfilling the required constraint on
Mn.

0.1
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§0.06 I \\ // ]
& ‘0\ PR
- e -~
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Figure 9. Carbon Source Profile F;, and Nitrogen Source
Profile F, with constrint in Mn



4. CONCLUSIONS

Advanced control strategies, as optimizing control, are
essential tools that can be implemented in order to achieve
maximal productivity and profitability in bioprocess
applications. By applying the optimizing control concept
coupled to a soft-sensor for the number average molecular
weight it was possible to reach high profitability while
keeping desired end-product specifications..

Sinusoidal parameterization has shown to provide higher
productivity through the use of smooth feeding profiles that
are suitable for avoiding cellular stress due to substrate
shock. Furthermore, as such parameterization uses a lower
number of parameters; the dynamic optimization problem
was solved in a faster way.

Further work is now directed towards applying the
optimizing control-ANN strategy developed here in a 500L
pilot plant, for producing polyhydroxyalkanoates by using a
mixture of vinasses/molasses as carbon source.
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Abstract: In this paper is presented an approach of Numerical Methods Controller (NMCr) based on an
empirical linear model of the processes. The controller is developed for self-regulating processes with an
open loop response similar as a first order plus dead time (FOPDT) model, and can be tuned using the
characteristic parameters taken from the reaction curve. The performance of the proposed controller is
tested in two nonlinear chemical processes and the results are compared, by simulations, against a PID
controller using the ISE performance index to measure it.
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1. INTRODUCTION

The methodology based on linear algebra and numerical
methods concepts to design control algorithms is a simple
and relatively new method that allows the control of highly
nonlinear systems. It have been applied to the design of
different class of control systems such as trajectory tracking
of mobile robots and UAV’s (Scaglia, G. et al. (2006, 2009),
Rosales, A. et al. (2010), Guerrero, F. et al. (2013)), chemical
plants and bioprocesses (Quintero, O. L. et al. (2008),
Scaglia, G. et al. (2014), Suvire, R. et al. (2013), Godoy, S.
et al. (2013)) just to name some applications. Its main
advantage is that the conditions for the tracking error tends to
zero and control actions are obtained with low computational
cost which makes it easy to implement in a microcontroller.
These conditions are found by solving a system of linear
equations and finding the conditions for the system to have
exact solution.

For all the previous applications, the controllers were
designed based on the complete process model. Therefore,
for each different process a different control law is produced
and its application is just for the process under analysis.
Besides, the development of a complete model for industrial
processes is difficult mainly due to the complexity of the
process, the lack of knowledge of some process parameters
and the possible higher order of the manipulated variables.
Therefore, the methodology of numerical controller method
using complete models can produce more complex
controllers. An efficient alternative modelling method for
process control is the use of empirical models, most times
FOPDT models can work satisfactory for analysis and design
of process control (Camacho O. and Smith C, 2000).

In a previous work, Guevara, L. et al. (2016) presented an
approach of numerical methods controller (NMCr) based on a
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FOPDT model, also tuning equations are presented based on
the characteristic parameters of the process, which are
obtained from the reaction curve method. The results
obtained, using the proposed approach, in several higher
order linear systems showed a good performance.

This work shows the application of the proposed Numerical
Method Controller (NMCr), based on a FOPDT model of the
actual process, to nonlinear chemical processes. The
performance and robustness of the proposed controller are
tested through simulations in two nonlinear chemical
processes. The first process is a mixing tank with variable
dead time, and the second process is a continuous stirred tank
reactor. In both cases the results are compared against a PID
controller.

This paper is organized as follows: Section Il presents the
basic concepts required to controller design, section IlI
presents the development of the proposed controller. Then in
section IV the simulation results are presented divided in two
cases of study and finally conclusions and future works are
presented in section V.

2. BASIC CONCEPTS
2.1 First Order Plus Dead Time System (FOPDT)

Introducing a step change at the process input and then
recording the transmitter output, produces a reaction curve
that represent the dynamic behaviour of actual process
(Seborg, D. E. et al. (2011)). The typical open loop response
is overdamped as is shown in Fig. 1, and it is called a FOPDT
system. The transfer function of a First Order Plus Dead
Time system is:

y(s) _ ke tos
u(s) T s+l

G(s) = (1)



Where, k is the gain of the process, 7 is the time constant of
the process and ¢, is the dead time or delay.

N u(t)

y(®)

Fig. 1. Typical Response FOPDT.
2.2 Taylor Approximation for Dead Time

Dead time is not specified in the methodology based on linear
algebra or numerical methods, therefore, an approximation to
replace the dead time must be considered. For instance, in
this article the Taylor approximation is used, similar to
Camacho, O. et al. (1997). Hence, the dead time expression is
substituted as follows:

—toS A 1
€ 1+t0$ (2)
Replacing (2) in (1), it is obtained:
_ k
G(s) = (Ts+1)(tos+1) ®)

2.3 Euler Approximation

This approximation is used for discretization of an integral
term, replacing it by a finite difference. Thus, if the slope
value is known in a time period T, an estimate value of the

next state vy,,, could be obtained using a linear
approximation (Chaves, E. (2010)).
@
7O s
y(tn+1)
«~—T— .
tn tni1 t :
Fig. 2. Euler Approximation.
The derivate approximation is represented by:
)./n ~ J/n+;_J/n (4)

3. CONTROLLER DESIGN

In this section, it is shown the development of the proposed
numerical methods controller based on a FOPDT model. The
transfer function with the Taylor approximation is considered
for design purposes. Simplifying some terms in (3) and
reorganizing for ease of calculation, two parameters (K, and
K3) are included, they contain the characteristic parameters
of the system (t, and 7). Consecuently, The transfer function
can be represented as follows:

y(s) _ k Kp

66 =) = Frraseis ©

Where:
Ky =2 [=][time] (6)
Kp = ¢ [=][time] )

Then, solving (5) a second order differential equation is
obtained:

Representing (8) in matrix form, it is found:

=k B[ ©

Where, y, and y, are the state variables of the system and u
the controller output. Then, the system can be described by
the following differential equations:

(10)
(1)

Using the Euler approximation in the previous equations, the
following equations are obtained:

V1i=Y2
KKgu =y, +Kyy, +Kgyq

_Vin+t1=V1in

Van= T (12)

KKguy =M+KAy2n +KgYin

(13)

To make the variation of the error decrease slowly, a first
tuning parameter to calibrate the response of the controller is
added, it is named K, and takes values from O to 1. If a faster
response is required, the value of K, should be close to 0 and
if a slower response is required, the value should be close to
1. This tuning parameter is introduced in (12), and it affects
the difference between reference value and output value, the
error. It can be considered as a proportional tuning
parameter. The resulting expression is:

__Virefn+t1— Y1 n_Kx(Y1 refn_yln)
Yan= T

(14)

Where, y; rrn is the reference and y, , is the measured
output. To reduce the resulting expressions, the difference
between the reference y; s, and the actual y; , can be
represented by e ,.

To ensure that the controller compensates disturbances, an
integral term is added, therefore it eliminates the steady state
error, it is called (NMCr+l). This integral term is formed by



the integral of error multiplied by the second tuning
parameter K;. For implement it, the integral term is represent
by:

(15)
Where, ey, is the total error accumulated represented by
(16) and T is the sampling period:

Integralterm =K; T er,

(16)

Adding this integral term into (14), the following equation is
obtained:

€rpn=€entern

_ Yirefn+1=Y1in—Kxen
T

Y2 n +KiTeTn (17)
Assuming that the current value of variable y, ,, is the same
required for a next state y, ,,,1. Then, replacing (16) in (13)
and solving the output controlleru,, the control law is

obtained:

1
un=W[ylrefn+l_y1n+Kxen_TYZn+
Yin , Kayan
T?Kiern] + =" ’:}{—; (18)
Where:
V2 n —Y1n"Vin-1 (19)

T

Equation (19) represents the derivative term of the controlled
variable. The sampling time value (T) is recommended to be
intherange T /10 < T <t /4.

The discrete approximation of the derivative, works well if
the process does not present noise, but if noise is present, it is
necessary to add a low-pass filter, as is done in a PID
controller when the derivative term is present.

The integral term eliminates the steady state error, but a
higher value of K; produces a more oscillatory response.
Therefore, it should be found a relationship between the two
tuning parameters. Therefore, several tests in systems with
different characteristics parameters were done, and
minimizing the Integral Squared Error (ISE), a criterion for
getting an initial value of K; was obtained. K, close to 1 is a
good starting value, and substituting it into (20), the integral
tuning parameter can be obtained.

[=
4. STUDY CASES

0.2 Ky

K;

][time] 1 (20)

The proposed controller was tested in two very common
chemical processes whose models have already been used in
previous works.

4.1 Mixing Tank

The mixing tank is a nonlinear chemical process. The tank
receives two streams, a hot stream W, (t), and a cold stream
W, (t). The outlet temperature is measured at a point 125 ft
downstream from the tank. The complete model (Camacho,
O. and Smith C., 2000), it is described by the following
equations.
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Energy balance around tank:

Wi () Cp (D) Ty () + WL () Cp, ()T, () — (Wi (t) +
dTs(t)

W, (£))Cps (D) T5(t) = VpCv; a (21)
Pipe delay between the tank and the sensor location:
T,(t) = T5(t — to) (22)
Transportation lag (Variable delay time):
_ L Ap
fo = Worwam (23)
Temperature transmitter:
daro(t) _ i T4(t)—100_
ac  tr [ 100 TO(t)] (24)
Valve position:
de(t) _ 1 _
b ORI 0) (25)
Valve equation:
500
W, (8) = vy CviVp ()G APy (26)

Where:

W, (t) = mass flow of hot stream, Ib/min

W, (t) = mass flow of cold stream, Ib/min

Cp = liquid heat capacity at constant pressure, Btu/lb-°F
Cv = liquid heat capacity at constant volume, Btu/lb-°F
T, (t) = hot flow temperature, °F

T, (t) = cold flow temperature, °F

T5(t) = liquid temperature in the mixing tank, °F

T,(t) = equal to T5(t) delayed by t,, °F

t, = dead time or transportation lag, min

p = density of the mixing tank contents, Ibm/ft3

V = liquid volume, ft3

TO(t) = transmitter output signal on a scale from 0 to 1
Vp(t) = valve position, from 0 (closed) to 1 (open)
m(t) = fraction of controller output, from 0 to 1

Cy, = valve flow coefficient, gpm/psi'/?

Gy = specific gravity, dimensionless

AP, = pressure drop across the valve, psi

T = time constant of the temperature sensor, min

Ty, = time constant of the actuator, min

A = pipe cross section, ft?
L = pipe length, ft

The steady-state values and parameters used in this example
are presented in Camacho, O. and Smith C., (2000), except L
and A which has new values: 80 ft and 0.08 ft? respectively.



4.2 Continuous Stirred Tank Reactor (CSTR)

In the reactor, an exothermic reaction takes place (A—B).
The reactor is surrounded by a jacked where a cooling liquid
flows to remove the heat of reaction. The process information
and steady-state values used in this example were taken from
Rojas, R. et al. (2014). The complete model is described by
the following equations.

Component balance on reactant A:

L8O = L[C4() = Ca(D)] = 7 (D) (27)
Energy balances on the reactor:
aO _ L7 ) — T(0)] — 2o (1) —
i HORMIGIE- Q)
UA
Voe, [T(®) - T;(0)] (28)

Energy balances on the jacket:

ar;(t) _ ua [T - T;(t)] - Wiol [Tj(t) - le-(t)] (29)

e VjpjCpj Vi
The reaction rate for this CSTR:
ra(t) = koe EF/RTOC, (1)
The valve equation:

F](t) = fmax

(30)
oclu®-1] (31)
Where:

C,(t) = concentration of reactant in the reactor, Ibmol/ft3
T(t) = temperature in the reactor, °R

T; = temperature of boiling liquid in cooling jacket, °R
14(t) = rate of reaction, Ibmol/ft3-min

f = process feed rate, ft3/min

V = volume of reactor, ft3

AHp = heat of reaction, Btu/lbmol

p = density of reactor contents, Ib_m/ft3

C, = heat capacity of reactants and products, Btu/lb_m°R
A = heat transfer area, ft2

U = overall heat-transfer coefficient, Btu/min ft? °R

p; = density of the coolant, Ib_m/ft?

Cp; = specific heat of the coolant, Btu/lb_m°R

F; = coolant rate, ft*/min

finax = maximum flow through the valve, ft3/min

o = valve rangeability parameter, dimensionless

ko = Arrhenius frequency parameter, 1/min

E = activation energy of the reaction, Btu/Ibmol

R = ideal gas law constant, Btu/lbmol°R

u(t) = valve position, from 0 (closed) to 1 (open)

5. SIMULATION RESULTS

To test the proposed controller, set point changes were made
to test tracking references and also disturbances were
introduced to prove regulation tasks. The controller
performance is measured using the Integral of Squared Error
(ISE). The results are compared with a PI controller, tuned
using the equations proposed by Dahlin (Smith, C. et al.
(1997)), since this control is the most popular alternative in
process control.

5.1 Characteristic and tuning parameters

Introducing a step change at the input (valve position) and
then recording the transmitter output, the characteristic
parameters of the FOPDT models are taken from the result
reaction curves and are presented in Table 1.

Table 1. Characteristic Parameters

Process Parameter
k T tO to/T
Mixing Tank 0.89 2.29 1.33 0.58
CSTR 1.03 5.55 2.45 0.44

Using these values and formulas for Dahlin synthesis, the
tuning parameters for Pl controller are obtained. The integral
parameter used in NMCr+l is obtained using (20). The tuning
parameters of both controllers are presented in Table 2.

Table 2. Controller Tuning Parameters

p Pl NMCr+l
rocess Kp K, K, K;
Mixing Tank 0.978 0.436 0.8 0.069
CSTR 2.18 0.18 0.8 0.028

5.2 Performance Test

The Fig. 3 shows the T,(t) response in the mixing tank, when
a set point changes from 150 °F to 160 °F is produced, and a
disturbance at time 100 min occurs, the hot water flow,
W, (t), changes from 250 Ib/min to 260 Ib/min. Figure 3
shows that the NMCr+l has a faster response, generating a
little more overshoot than PI, and it returns smoothly to the
set point value at same time that the PI.
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Fig.3 Response for set point and disturbance changes in
mixing tank.

The Fig. 4 shows the temperature response T(t) in reactor,
when changes from 690 °R to 700 °R occurs and also a
disturbance at time 160 min happens when the inlet feed
temperature, T;(t), changes from 578 °R to 583 °R.
According with this, the NMCr+I has a faster response with a
small overshoot, besides it is less affected by the disturbance.
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Fig.4 Response for set point and disturbance changes in

CSTR.

The results obtained using the performance index ISE are
shown in Table 3. In both cases, NMCr+| presented better
performance than the PI controller.

Table 3. Results of Performance Index

Process
Index Controller Mixing Tank CSTR
ISE Pl 0.0297 0.00188
NMCr+l 0.0282 0.00036

5.3 Robustness Test

In order to test the robustness of the proposed controller,
modelling errors are introduced. The errors used are the same
for each one of the characteristic parameters (k,t and t;).
Figures 5 and 6 depict the resulting ISE curves as a function
of time and modelling errors.
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Fig.6 Model error vs ISE for NMCr+l in CSTR.

The errors were increased until the process begins to oscillate
and not return to set point value.

Fig. 7 shows the temperature response, using Pl and
NMCr+l, in the mixing tank when modelling errors are
introduced. The first change was introduced at 100 [min]
with a -5% model error. The second change was introduced at
150 min with a -20% model error and the last change was
introduced at 220 min with a -50% model error.
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Fig. 8 shows the response of temperature in CSTR similar to
the previous case. The first change was introduced at 150
min. with a -8% model error. The second change was
introduced at 200 min with a -32% model error and the last
change was introduced at 270 min with an excessive -80%
model error.
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The previous results have shown that if modelling errors
close to 30% are considered, the proposed control approach is
still stable. Therefore, the NMCr+l1 is robust for reasonable
errors.

6. CONCLUSIONS

This work presented the application for nonlinear processes
of a Numerical Methods Controller based on a FOPDT
model.

The results showed that proposed controller works well for
the two different cases of study.

The performance and robustness tests proved that the
proposed approach can be considered as a control alternative
for nonlinear self-regulating processes.

57

An optimal tuning procedures, such as computational and
intelligent optimization techniques, could be used to get
better tunings parameters for the proposed approach.

In future works the proposed approach will be implemented
in a real self-regulating open loop processes.
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Abstract: This paper presents the design and implementation of an automated control system
for a hydroponic testbed for “indoor domestic environments”. This testbed is an indoor research
system in which automatic control techniques, low-cost computational micro-controllers, and
monitoring technologies are being explored for possible applications and deployments in low
research budget and limited technology access. The goal of the system is to use automation
techniques to improve crop productivity in scenarios in which even water is a scarce resource.
The experimental low-cost facility at this point is focusing on control variables such as irrigation
time, luminosity, temperature, and relative humidity.

Keywords: aeroponic, hydroponic, automation, control, greenhouse

1. INTRODUCTION

In the recent decades, the population is growing (UN
(2004)) and have expanded the necessity to increment the
food production, this has led to seek new alternatives
for crop development such as indoor greenhouses. An
indoor greenhouse is a small structure of glass or plastic
containing plants, which can be installed into small spaces
such as departments, offices, among others. Indoor farming
is a new tendency around the globe, this is going to benefit
communities, researchers, makers, hackers, students, any
people and also the environment.

For a plant growth, it is necessary to create an environment
which must have the appropriate weather conditions. For
this reason, this paper presents the design and implemen-
tation of an “Automated Indoor Low-Cost Greenhouse
(AILCG)” for domestic environments. This experimental
low-cost facility at this point is focusing mainly in the best
way to control variables such as irrigation time, luminosity,
temperature and relative humidity.

There are many irrigation techniques, one of them is
Hydroponics which consist in using a mineral-rich solution
instead of soil (Jr. (2004)). In Hydroponics the roots
obtain all nutrients necessaries for their growing. Besides,
there is another irrigation technique called Aeroponic,

* The authors would like thanks to CONACYT for the PNPC
program, also thanks to Adrian Lizaray, Christian Lopez, Raul Gil
and Bernardo Camacho from “Universidad Politecnica de Sinaloa”
for their cooperation in this project during their scholar residence
program. Finally, we give thanks to Jorge Urbina and Angel Moreno
by their revision of this paper.
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this technique uses air and mist to provide nutrients to
the plant roots, (Parker (2009)). The Hydroponics and
Aeroponics irrigation techniques provide water savings,
as well provides nutrients to the roots of the plants in
an efficient manner, also these techniques may be used
in indoor greenhouses. For the AILCG, both irrigation
techniques are applied, as it will be seen later.

The research focus is control automation, and the archi-
tecture and design of the Information and Communica-
tion Technology (ICT) infrastructure. This includes sys-
tem modeling, computational techniques and algorithms.
Previous works for monitoring and control system for
greenhouses are described in Putter and Gouws (1996),
Bhutada et al. (2005), Schempf et al. (2001). A related
project, for indoor farming, is the Personal Food Computer
(PFC) which is an agriculture technology platform which
is being used around the world (Harper and Siller (2015)).

In this work, there are several control variables considered
such as the lighting for plants, temperature, humidity, with
this testbed further research may be possible, by example:
find better strategies to provide light to the plants.

There is a wide availability of electronic devices that can
handle the AILCG sensors data such as micro-controllers,
Field Programmable Gate Array (FPGA) devices, digital
signal processors, PLC devices, credit card sized comput-
ers, among others. For this work, we have chosen to use a
microcontroller “Arduino™ UNO based board” due the
low-cost, which is near to $20 USD, this is cheaper than
a PLC or an FPGA; the community support; the already
developed gadgets and libraries; among other advantages
cited in Badamasi (2014).



Micro-controllers are used to recollect data from the sen-
sors, process information (using pre-programmed func-
tions) and provide an output to perform an action (e.g.
actuators). In this work, sensors provide information about
the environment in which the crops are, this allows to
collect data about the different crop phases of experimen-
tation and provide an action through the actuators.

The proposed AILCG considers a “Light-Emitting Diode
(LED)” control, the sun photo-period, different irrigation
techniques control, water aeration control, and climate
condition control to provide the needed tools to perform
research and hence obtain a healthy plant growing.

This paper is organized as follows, Section 2 is about the
AILCG as the whole, in Section 3 the control system
is described, Section 4 results are shown and finally,
conclusions are stated.

2. AUTOMATED INDOOR LOW-COST
GREENHOUSE

The AILCG is able to cultivate plants and produce food
by using 3w LED lights at 660nm (red light) and 445nm
(blue light) as an alternative to sunlight (Chang and
Chang (2014) and Son and Oh (2013)); a 1/4 HP water
pump; several sensors and micro-controllers are used to
manipulate information and actuators.

The AILCG control is based on a process of reading,
sending and receiving data from the sensors using an
Arduino™ UNO in addition with an ethernet shield for
internet access. Arduino™ is an open-hardware platform
designed to facilitate the use of electronics in multidisci-
plinary projects.

2.1 System Requirements

Some variables that influence the plant development are
temperature, relative humidity, light, irrigation, and water
pH.

Temperature.  Is beneficial for the plants, have a tem-
perature difference between day and night temperatures
(Mohr and Schopfer (2010)), also the solution temperature
is important. More information about temperature for
lettuce experiments is found in Thompson et al. (1998).

pH Concentration.  This value is important for plants to
absorb the nutrients, pH is not the same for soil culture
(organic substrate) and hydroponics (cultivation in inert
substrates). The vast majority of irrigation water must be
optimal pH, Domingues et al. (2012).

Ventilation.  The greenhouses always should have ade-
quate ventilation, there is a relationship between plants-
space and ventilation power. Plant respiration is through
their leaves, if ventilation is not adequate, the pores of the
leaves will obstruct and the leaves will die. Related works
to ventilation can be found in Boulard and Draoui (1995),
Muiioz et al. (1999), Casas-Carrillo et al. (2015), among
others.

Water aeration.  The presence of oxygen in water is
essential for the proper development of plant roots. The
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lack of oxygen is called anoxia, this causes that the root
development begins a premature degradation of the roots,
reaching, in extreme cases, the death of plants (Mustroph
and Albrecht (2003)).

2.2 Description of the AILCG

The Figure 1 shows physical design scheme of the built
AILCG as it can be seen, the structure is divided into
five different tray-levels, each of them has a purpose,
function and/or different works. The tray-levels are Level
0, Level 1, Level 2, Level 3 and Level 4. The AILCG is
composed of a rack where there are two different types
of hydroponic crops and a piping circuit for recirculating
the nutrient solution through the system. At the Level 0
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Fig. 1. AILCG Physical Design.

is located the water reservoir, which contains the nutritive
solution of the plants, also the air and water pumps are
found here, the last one is a submersible water pump. At
Level 1 is located the first type of hydroponic technique,
this is based on water culture system. At Level 2 is
located another container for crop development, using an
aeroponic technique, also at this tray-level is located the
control box where all the sensor information is collected
and is logged into a database server (MySQL database
5.6.23 running on Intel Xeon E5-2403 1.8 GHz processor,
32GB RAM) for the late information processing. At Level
3 is located the last crop, this has the same characteristics
as the crop found at the second tray-level.

The power supply is located at Level 4 of the entire
AILCG (control system, water and air pumps, lighting
system), also there is an ethernet network switch 10/100
which is connected to the internet network, this switch
allows the connection to the micro-controllers located in
the control system. Those micro-controllers are able to
send and receive information over the Internet using an
ethernet shield.

2.8 Operation of the System

When the pump is turned on, the solution begins to flow
through the pipe system to tray-levels 2 and 3, see Figure
1. The V1 and V2 valves are utilized to regulate the flow
of water entering at both tray-levels, while the valve V3
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Fig. 2. Physical Design Diagram of Aeroponic Cultivation
Bed.

regulates the excess flow to the container.

The nutrient solution is driven by the water pump to
tray-levels 2 and 3, where nebulizers are driving out the
atomized solution continuously to watering the roots of
the plants. The water that is not absorbed by the crop,
falls to Level 1 using drain pipes. In order to avoid the
water overflow at Level 1, the amount of input water
must be slightly less or equal to the amount of the output
water, this allows that crops in Level 1 to receive recycled
water. Also, the water overflow in Level 1 is driven to
the reservoir water. The reservoir water is oxygenated
using an air pump, this ensures that the entire crops
will receive oxygenated water. Note that, the same cycle
repeats, recirculating the water through the piping system,
so the loss of solution is reduced.

Aeroponic Cultivation Bed.  The cultivation beds, at
tray-levels 2 and 3, have ten nebulizers each of one, which
are responsible for spraying the solution to the plant roots.
The solution flows through the pipes and is delivered to
the crop. Also, there is an outlet to recirculate the solution.
The aeroponic cultivation bed was made of styrofoam
(expanded polystyrene). A sketch of aeroponic cultivation
bed is shown in Figure 2.

Hydroponic Cultivation Bed.  This cultivation bed, at
Level 1, is designed to get the solution of the aeroponic
crops (tray-levels 2 and 3) that they did not use. The
nutrient solution which leaves from the cultivation bed
is renovated in the reservoir where it will be oxygenated
again, hence the anoxia in crops is avoided. This kind of hy-
droponic system is based on water culture system, so cul-
tivation beds are floating on a base of Styrofoam allowing
that plant roots are in contact with the nutrient solution
every moment. Level 1 it has a transparent polypropylene
container. A sketch of hydroponic cultivation bed is shown
in Figure 3.

2.4 AILCG Design
The rack has four metal shelves panels and four metal

beams, the metal beams forms two upright frames which
are joint to the shelves using screws.
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Also, recycled materials were used for the current imple-
mentation, such as an unused rack, volcanic rocks as a re-
usable substrate, among other materials. Each tray-levels
(Levels 0-3) of the AILCG is controlled by an Arduino™
microcontroller. Then there are four micro-controllers that
work separately to keep the system under the required
conditions. Thus, being a separate control of each of the
tray-levels, if at a certain time the system fails, either by
an external or internal factor, the others continue their
usual functions for which they were programmed.

3. SENSORS AND CONTROL SYSTEM

The operated sensors in the control system are: “DHT11
and DHT22 (DHTXX)” which provides relative humid-
ity and temperature in the environment, DS18B20 is a
waterproof sensor to provide water solution temperature.
DS18B20 and DHTXX sensors use the 1-wire protocol,
which is a communication protocol designed by Dallas
Semiconductor, it is based on a bus, a master and several
slaves one data line (Zhang et al. (2010)).

The 1-Wire protocol specifies a master and one or more
slaves which send information to a single data bus, a
resistor is connected to +5V DC to “pull up” the signal.

8.1 Light Control System

LED lights are handled by a microcontroller, the input
power of the LEDs is logged into a database, for this
we decided to set an on/off control using a Pulse Width
Modulation (PWM). The light period may be adjusted by
time or by using a photo-resistance. The time-based light
period might be set up from 7:00am to 7:00pm or any other
time range, as shown in Figure 5.

On the other hand, given the analog value of the photo-
resistance, the microcontroller decides whether to turn on
or off the LEDs, this strategy allows the microcontroller
perceive the sun photo-period by using a photo-resistance
to receive any light beam.



It has been implemented the light control by photore-
sistance strategy. The photo-resistance has been placed
near a window to intercept the solar light beams, due
the photoresistance may perceive certain wavelength light
beams, such as daylight, fluorescent light or any other lamp
light.

To control the LED lights, the PWM duty cycle is influ-
enced by an 8-bit parameter named as “LED Input Power
(LIP)”, it is defined by the following equation:

L(P) = P%254/1023 (1)
The equation is a cross-multiplication as described in
Equation 1 where L is the function to obtain the LIP
in PWM units and variable P is the measured “Analog
Value of a Photoresistance(AVP)”. The analog value of
atmegad28p microcontroller has a resolution of 4.9mV per
unit, i.e. for each 5v there are 1024 units, the AVP has
a value between 0 and 1023 units, and the LIP value is
between 0 and 255 units. Equation 1 may be represented
as an analogy: “If there is light there is a relative LED
light”. But in an absence of light, i.e. stormy days, we
have decided to complement the Equation 1 into:

{ 255 if L(P) > m
0

Equation 2 is represented by the analogy “If there is
any light there is a full power LED light”, the variable
m is the “photo-resistance Analog Value in the absence
of Light(AVL)”. The AVL is obtained by empirical ob-
servation, the experiment measured the amount of light
without any kind light, and from a small sample space
we determined that the expected value of m is 150, results
may change due the photoresistance type, cable resistance,
and other external light sources, e.g. street lamps. Finally,
G(P) is the LIP value.

G(P) (2)

otherwise

3.2 Irrigation Control System

For an indoor plant growing there should be an automated
irrigation system (Lieth and Oki (2008)). The actuators
influencing directly in the irrigation are at Level 0, they
are controlled by a single micro-controller. At the start
of the program, the micro-controller initializes the input
and output ports, then it sets up the clock and starts the
process of irrigation and oxygenation (activate the water
pumps and air). If is time to irrigate, the micro-controller
activates the water pump using a 5v relay (compatible
with 110-240v devices), until the time is up to irrigate.
The same technique is used to provide the water aeration.
These tasks are running continuously as shown in Figure
4.

3.8 Control System of the Levels 1,2 and 3

At the AILCG, each tray-level from 1 to 3 has a crop
an independent monitoring, this means that control in
the Level 1 does not interfere with the control of Level
2 and vice-versa, the same for Level 3. Temperature is
an important aspect of the cultivation beds. For the
temperature control, 12V DC fans are used. Each tray-
level of AILCG has two low power fans that eliminate
heat excess in the area of crops and lead to the required
conditions for optimal plant development into AILCG.
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Fig. 4. Data Flow: AILCG Irrigation Control.

The first task of a micro-controller is to initialize the inputs
and outputs ports, then, the clock is set up and later,
it gets the information from sensors every 10 seconds to
reduce the amount of data. Then based on the current
time it decides to keep the LED lighting during the day
(from 7hrs to 19 hrs). Also, if the air temperature is
higher than 25°C or humidity is higher than 50%, multiple
ventilation fans are immediately activated to regulate
the temperature tray-level to a permissible one. And if
the water temperature is below 20°C, a water heater is
activated. At the end of this process, the collected data
is sent to a database server. This process is repeated
indefinitely. The Figure 5 shows a data flow chart of this
process.

4. RESULTS

Figures 6 and 7 shows the physical facility of the Auto-
mated Indoor Low-Cost Greenhouse.

Figure 8 shows the data gathered from the database
(MySQL Community Server 5.6.23) which is fed by the
micro-controllers sensors, it is seen that the temperature
starts to increase from 8:00am to 2:00pm, and then tem-
perature decreases.
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Fig. 5. Data Flow: Automated control for the crop devel-
opment.

Fig. 6. Testbed setup.
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Fig. 7. LED Lights working in the testbed.

Solution Reservoir Temperature
oiLcs e

A AN

24
2381
BOMO000 04111340 GH120333  OMR21T26 OAAIOT20  OMIIZTD  OUAATIOR 0450100  OAASTAS  GABO44S  GMIBTEAD  OMATOBXL  BAATZN:

Date

Temperature

Fig. 8. Chart using data from water temperature sensor.

Leds Power

&bit Parameter value

o
04110000 0411340 03120333 0anz 1726 04130720 04141105 oans23:

Date

Fig. 9. Chart of LED light period.

Humidity

@1LSC_Humiciy

121280740
B ILSC_Humidity 36

0453 12281845 12200840 12292233 12001226 12310220 12011613 01010606  0UD12000 01020953  0IN22346 01031340
Date

Fig. 10. Relative humidity chart.

The LED light on period is shown in Figure 9 and it is
working as expected, the light period is the same period
of the sunlight from 7:00hrs to 19:00hrs. Also, is shown
that the date 14/04 the LIP were full at midnight due to
incident light beams into the photo-resistance of external
light sources, in this case, the photo-resistance was set
up in front of a parking lot, by this, we deduce that the
incident beams into photo-resistance were from different
vehicles.

The relative humidity is increasing as the heat decreases,
as shown in Figure 10, in this case, the AILCG is set up
near a window in which the solar beams are heating the



equipment, reducing the humidity between 10:00am and
6:00pm.

5. CONCLUSION

A contribution of this article is the automation of a Low-
Cost Indoor Greenhouse. The plants growing in the present
AILCG have been more efficient by providing an adequate
environment using micro-controllers, respect to a manual
control. Also, we have identified and worked with four
basic components that influences the plant development,
which are:

Irrigation control.
Lighting control.

Water condition control.
Climate condition control.

From the experimental point of view, the data gathered
from sensors and actuators allows to measure, make obser-
vations and make decisions. Finally, this AILCG provides
a testbed to perform research, allowing to design new and
better control strategies to indoor greenhouses.

5.1 Future Work

Today we are working with different ICT architectures,
which are not part of the current article, once these
architectures are validated they are going to be published
on a next paper.

The next step is to implement an Internet of Plant (ToP)
node consisting of a Personal Food Computer (PFC)
(Harper and Siller (2015)), with the aim to contribute and
share knowledge and experience to its open forum and
community.

REFERENCES

Badamasi, Y.A. (2014). The working principle of an
arduino. In 2014 11th International Conference on
Electronics, Computer and Computation (ICECCO).
IEEE.

Bhutada, S., Shetty, S., Malye, R., Sharma, V., Menon,
S., and Ramamoorthy, R. (2005). Implementation of a
fully automated greenhouse using SCADA tool like Lab-
VIEW. In Proceedings, 2005 IEEE/ASME International
Conference on Advanced Intelligent Mechatronics., 741—
746. IEEE.

Boulard, T. and Draoui, B. (1995). Natural ventilation of
a greenhouse with continuous roof vents: Measurements
and data analysis. Journal of Agricultural Engineering
Research, 61(1), 27-35.

Casas-Carrillo, R., Begovich, O., Ruiz-Leon, J., and Siller,
M. (2015). Characterizing the behavior of “greenhouse
climate”: a LabVIEW™ application. In 2015 12th In-
ternational Conference on FElectrical Engineering, Com-
puting Science and Automatic Control (CCE). IEEE.

Chang, C.L. and Chang, K.P. (2014). The growth response
of leaf lettuce at different stages to multiplewavelength-
band light-emitting diode lighting. Scientia Horticul-
turae, 179, 78-84.

Domingues, D.S., Takahashi, H.-W., Camara, C.A., and
Nixdorf, S.L. (2012). Automated system developed
to control pH and concentration of nutrient solution

64

evaluated in hydroponic lettuce production. Computers
and Electronics in Agriculture, 84, 53-61.

Harper, C. and Siller, M. (2015). OpenAG: A globally
distributed network of food computing. IEEFE Pervasive
Comput., 14(4), 24-27.

Jr., J.B.J. (2004). Hydroponics: A Practical Guide for the
Soilless Grower. CRC Press.

Lieth, J.H. and Oki, L.R. (2008). Irrigation In Soilles
Production. In Soilless Culture, 117-156. Elsevier BV.

Mohr, H. and Schopfer, P. (2010). Plant Physiology.
Springer.

Munoz, P., Montero, J., Antén, A., and Giuffrida, F.
(1999). Effect of insect-proof screens and roof open-
ings on greenhouse ventilation. Journal of Agricultural
Engineering Research, 73(2), 171-178.

Mustroph, A. and Albrecht, G. (2003). Tolerance of crop
plants to oxygen deficiency stress: fermentative activity
and photosynthetic capacity of entire seedlings under
hypoxia and anoxia. Physiol Plant, 117(4), 508-520.

Parker, R. (2009). Plant and Soil Science: Fundamentals
and Applications. DELMAR.

Putter, E. and Gouws, J. (1996). An automatic con-
troller for a greenhouse using a supervisory expert sys-
tem. In Proceedings of 8th Mediterranean Electrotech-
nical Conference on Industrial Applications in Power
Systems, Computer Science and Telecommunications
(MELECON 96). IEEE.

Schempf, H., Graham, T., Fuchs, R., and Gasior, C.
(2001). Automated container-handling system for con-
tainer production nurseries. In Proceedings 2001 ICRA.
IEEE International Conference on Robotics and Au-
tomation (Cat. No.01CH37164). IEEE.

Son, K.H. and Oh, M.M. (2013). Leaf shape, growth, and
antioxidant phenolic compounds of two lettuce cultivars
grown under various combinations of blue and red light-
emitting diodes. HortScience, 48.

Thompson, H., Langhans, R.W., Both, A.J., and Albright,
L.D. (1998). Shoot and root temperature effects on
lettuce growth in a floating hydroponic system. Journal
of the American Society for Horticultural Science.

UN (2004). World population to 2300. Technical report,
United Nations.

Zhang, C., Feng, X., and Li, L. (2010). The key tech-
nologies of a distributed temperature monitoring system
based on 1-Wire bus. In 2010 8th World Congress on
Intelligent Control and Automation. IEEE.



An Integral Sliding Mode Observer for
Linear Systems

Esteban Jiménez-Rodriguez * Eliana Mejia-Estrada **

Oscar Jaramillo* Juan Diego Sanchez-Torres

ok

* Department of Electrical Engineering, CINVESTAV-IPN
Guadalajara, Av. del Bosque 1145 Col. El Bajio CP 45019, México
(e-mail: {ejimenezr, odjaramillo} @gdl.cinvestav.mz).

** Department of Electrical and Control Engineering, Universidad
Nacional de Colombia, Sede Medellin, Carrera 80 No 65-223,
Medellin, Colombia (e-mail: elmejiaes@unal.edu.co)

*** Department of Mathematics and Physics, ITESO, Periférico Sur
Manuel Gomez Morin 8585 C.P. 45604, Tlaquepaque, Jalisco, México
(e-mail: dsanchez@iteso.mx)

Abstract: In this paper a sliding-mode observer for linear time-invariant systems is proposed.
The observer is based on integral sliding modes and the equivalent control method. In order
to induce a sliding mode in the output error, a second order sliding mode algorithm is used.
Convergence proofs of the proposed observer are presented. In order to expose the features of this
proposal, a design example over a DC motor model is exposed, noiseless and noisy measurements
cases are considered. For this case, the simulation shows the high performance of the integral

observer.
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1. INTRODUCTION

A large amount of controller design methods are developed
under the assumption that the state vector is available.
However, the state vector can not always be completely
measured, but a part of it (Luenberger, 1964). This is due
to several reasons, such as there are no on-line sensors
for some variables, sometimes it is impossible to install
sensors due to hostile environments and some sensors are
very expensive or with poor accuracy.

The state observers have taken place as a solution to this
issues. The purpose of a state observer is to estimate
the unmeasured state variables based on the measured
inputs and outputs. Often, an observer is a replica of
the original system mathematical model plus a correction
signal depending on the difference between the system
measured variables and the observer outputs (Luenberger,
1964; Walcott et al., 1987; Kalman, 1960; Kalman and
Bucy, 1961).

Several state observers for linear systems have been
proposed. A first approach is the Luenberger observer.
Here, the observation problem is treated for the case
when the system is completely deterministic (no statistical
processes are involved) (Luenberger, 1964). When the
output measurements are corrupted by zero mean,
uncorrelated and white noise, the well-known Kalman
Filter provides the optimal solution, once the statistical
properties of noise are known (Kalman, 1960; Kalman and
Bucy, 1961).

As alternative, an important class of state observers are
the sliding mode observers (SMO) which have the main
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features of the sliding mode (SM) algorithms (Utkin,
1992). Those algorithms, are proposed with the idea to
drive the dynamics of a system to an sliding manifold,
that is an integral manifold with finite reaching time
(Drakunov and Utkin, 1992), exhibiting very interesting
features such as work with reduced observation error
dynamics, the possibility of obtain a step by step design,
robustness and insensitivity under parameter variations
and external disturbances, and finite time stability (Utkin,
1992). In addition, some SMO have attractive properties
similar to those of the Kalman filter (i.e. noise resilience)
but with simpler implementation (Drakunov, 1983).
Sometimes this design can be performed by applying the
equivalent control method (Drakunov, 1992; Drakunov
and Utkin, 1995), allowing the proposal of robust to
noise observers, since the equivalent control is slightly
affected by noisy measurements. On the other hand, a
common and effective approach to sliding mode control
is the integral SM (Matthews and DeCarlo, 1988; Utkin
and Shi, 1996; Fridman et al., 2006; Galvan-Guerra and
Fridman, 2013). Here, it is designed an sliding manifold
such that the sliding motion has the same dimension
that the original system but without the influence of
the matched disturbances. Those disturbances belong to
the span of the control function and are rejected for the
equivalent control obtained from induce the integral SM
(Drazenovié¢, 1969). In order to propose that manifold,
integral SM terms are designed based on the nominal
system. When the system initial conditions are known, this
control algorithm can be proposed with the aim to force
the system trajectory starting from the sliding manifold,



eliminating the reaching phase and ensuring robustness
from the initial time.

Consequently, in this paper an integral sliding mode-
based observer for linear systems is proposed. The observer
structure is similar to the observer presented on Drakunov
(1992), but using integral SM. In addition, a step by step
design of the proposed observer is provided along with a
design example over a DC motor model.

The following sections are organized as follows: Section 2
presents the preliminaries for the observer. In Section 3,
the integral SM observer is presented. A design example
is analyzed in Section 4. In Section 5 the simulation
results are shown. Finally, the conclusions of this paper
are presented in Section 6.

2. MATHEMATICAL PRELIMINARIES

This section presents the previous results needed for the
proposed observer.

2.1 The Super-Twisting Algorithm

Consider the first order perturbed system
where £, A, u € R.
The super-twisting controller u = ST () (Levant, 1993),
is defined as
1.
ST(§) = ax [€]” sign(§) +w

W = agsign(§),

2)

with sign(z) = 1 for > 0, sign(z) = —1 for < 0 and
sign(0) € {—1,1}.

For the system (1), the controller (2) is applied, yielding
the closed loop system:

£ = —ay [¢]? sign(€) + ¢

q = _OQSign(g) + Av
where ¢ = w + A.

3)

Assuming that ’A‘ < 6, the super-twisting gains are

selected as: a1 = 1.56% and ag = 1.16. Therefore, a sliding
mode is induced on the manifold (£, ¢q) = (0,0) in a finite-
time ¢, > 0 (Moreno and Osorio, 2008). Thus, from (3),
the term w in (2) becomes equal to —A.

Now, consider the multi-variable case, with £ =
[51 fp]T,A = [Al . AP}T,U = [Ul . Up]T €
RP. Assuming HAH < 6, it can be shown that ‘AZ) <

0; Vi € 1,...,p. In this case, define u ST(§)
[ST (&) ... ST(&)] and note that this multi-variable
case is simply the same as having p (1)-like scalar systems.

2.2 Linear Systems

Consider the following time-invariant linear system
represented by the following state space equation:
i = Az + Bu

y = Cu, (4)
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where z € R"™ is the state vector, u € R"™ is the
input vector, y € RF is the output vector, A € R"*"
is the transition matrix, B € R™ ™ is the input-state
distribution matrix and C € R¥*" is the output matrix,
which will be assumed to have full row rank so the
measured outputs are independent. Additionally, it will
be assumed that the pair (A4, C) is observable.

This paper deals with the case when the measured output
is a part of the state. In this case, the system (4) can be
rewritten as:

1 = A1 + Apze + Biu
A21$1 + AQQQ?Q + Bou
T,

(5)

T
Yy

where Ay, € REXF A1, € REX(n=k) 4, ¢ Rn—k)xk
Agg € R(n—Fk)x(n—k) , B, € Rka’ By € R(n—k)xm7 are
partitions of the matrices A and B, such that:

| A Age By
A_[Am A22:|7B |:BQ:|7

y = x1 € R¥ is the measured part of the state vector and
x93 € R("F) is the unmeasured part of the state vector.

Many linear systems can be directly expressed in the form
described by (5) (i.e., the measured output is a part of the
state vector). If not, under the assumption that C is full
rank, there is always a linear transformation which allows
to express the system (4) in the form (5), as described in
(Utkin, 1992). For instance, assuming the output vector y
may be represented as:

Y= K21+ Koxo, JZT = [.1?1 .IZQ]T, xr1 € Rk, To € R(n_k),

consider a coordinate transformation z — Tz associated
with the invertible matrix

_ | K Ky
v

Applying the change of coordinates x +— Tx, the triplet
(4, B, C) has the form:

TAT-! — {An A12:| TB= |:B1

-1 7 .
Ao Agp BJ », CT £ 0]

3. INTEGRAL SLIDING MODE OBSERVER
3.1 Observer Scheme

Based on (5), the following state observer is proposed:
Ty = Apdy + Ara®a + Biu + vo + vy
To = Ap1#1 + AgaZa + Bou + Lo

Vo = Lla%l (6)
v = ST{O’}
g = .’fl —+ z,

where %7 and o are the estimates of x; and xs,
respectively; &1 = x1 — 21 is the estimation error variable;
vo € R*¥ and v; € RF are the observer input injections;
o € R¥ is the sliding variable and z € R¥ is an integral
variable to be defined thereafter. Finally, L; € R*** and
Ly € R(=F) Xk are the observer gains.



3.2 Convergence Analysis

Define the estimation error variable Zs = x5 — Z». From
(5) and (6), it follows

Ty =A@y + Ay — v — 01 X

i‘g = Agli‘l + Aggi‘g — LQUl.

First, note that the o-dynamics are given by:

o=+ =z (8)

= Ana + A1pZ —vg —v1 + 2.

Define now Z = —A11%1 + vg, then
o= A12j2 — V1. (9)

The term A12Z5 is assumed to be an unknown disturbance
but with bounded time derivative, with ||% [A121~72H| <0
and 4 > 0 is a known positive constant. Then, since
v = S8T{o}, it follows that (o(t),q) = (0,0) Vt > t,,
with q=w — Algii’g.
From the above analysis and (9), it follows that the
equivalent control of vy (Utkin, 1992) is
{Ul}eq = A1272,

which implies that the motion of the system (7)
constrained to the sliding manifold (o, ¢) = (0,0) is given
by:

Ty = (A1 — L11)

. 3 y (10)
Zo = Ao1T1 + (Agz — Lo Ar2) Zo.

where I}, € R¥** is the k-order identity matrix. Hence, the
system (10) associated eigenvalues are given by

A — (A1 — L1 I) 0
— A My — (Ag2 — Lo A1)

det [)\I}c — (All — Lllk)] det [)\Infk — (A22 — L2A12)] .

det

Since the pair (A1, Ig) is always observable, it is possible
to choose the gain L so the matrix A1 — L1 I be Hurwitz.
On the other hand, since the pair (A, C) was assumed to
be observable, it can be shown that the pair (Ags, A12) is
also observable (Drakunov and Utkin, 1995; Shtessel et al.,
2013). Then, the gain Lo can be chosen so the matrix
Asg — Ly A1 be Hurwitz. Hence, 1,20 — 0 as t — oo,
and the convergence analysis is completed.

Remark 3.1. It is important to note that, with the
proposed observer scheme (6), the dynamic behavior of the
estimation blocks Z; and Z5 can be tuned independently
(see (10)).

4. DESIGN EXAMPLE

To verify the proposed observer performance, it will be
applied to the following DC motor model (Utkin and Shi,
1996):

-R. A 1

Z:Tlfzw+zv
s KD, )
- J J

y=1i

where ¢ is armature current, V' is terminal voltage, w
is shaft speed, R is armature resistance, L is armature
inductance, J is moment of inertia of the rotor, b is motor
viscous friction constant and A is back-EMF constant.
Finally the measurable output of system is the armature
current .

Note that the DC motor model (11) has the form (5), with

i=rm=yandw=mzy Ay = - Ap=-2A4n=5%
and Aoy = —%; B, = % and Bs = 0. Then, the integral

SMO is given by (6), with 2 = —A11%1 + vg.

The simulation results for this design example are shown
in the next section.

5. SIMULATION RESULTS

All simulations presented here were conducted using the
Euler integration method with a fundamental step size
of 1 x 1073 [s]. The DC Motor parameters are shown in
Table 1 (Utkin et al., 1999).

Table 1. Nominal Parameters of the DC motor

model (11).
Parameter  Values Unit
L 0.001 \Y
R 0.5 Q
A 0.001 V-s-rad™!
b 0.001 N-m-s-rad™!
k 0.008 N-m-A—1
J 0.001 kg - m?

The initial conditions for the system (11) were selected as:
i(0) = 31.5A and w(0) = 250rad/s; furthermore, for the
designed observer in the form (6), the initial conditions
were chosen as: 1(0) = 25.2A, &(0) = 200rad/s, z(0) =
0 and w(0) = 0. In addition, applying super twisting
algorithm (2), the parameter values for the observer were
adjusted as: L; =2 x 1074, Ly = —0.01, oy = 4.7434 and
g = 11.

This section is divided into two parts. In the first part,
there is assumed that the current measurements are
noiseless; in the second part instead, there is included a
normally distributed random signal as measurement noise
in the current. The applied voltage V is a DC source, with
a magnitude of 16 V, which is suddenly reduced to 15 V
at t = 25 [s].

5.1 Noiseless Measurements

In this subsection, there is assumed no noise in the current
measurements. The following results were obtained:



32

31 E

n
©
L

X

X, estimated

current [A]

n
@
I

271 q

15

25 30 35 40

25 .
0 20
time[s]

10 45

Figure 1. Armature current (i) (actual and estimated).

260

250 q

2401 : : : .

%p
230 . 1
X, estimated

speed [rad/s]

210 1

200 i i i i i i i i
0 20 25 30 35 40

time([s]

45

Figure 2. Shaft speed (w) (actual and estimated).

Fig. 1 and Fig. 2 show the comparison between the actual
and estimated variables corresponding to the armature
current ¢ and shaft speed w respectively, for noiseless
measurements.

5.2 Noisy Measurements

In this subsection, it is assumed that the current
measurements were corrupted by a normally distributed
random signal with zero mean and a variance of 10. This
assumed variance corresponds to a current sensor with an
accuracy of +9.5 A. This large variance was assumed to see
significant variations in the simulation due to the noise and
verify the filtering capabilities of the proposed observer.
The following results were obtained:
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Fig. 3 and Fig. 4 show the comparison between the
actual and estimated wvariables corresponding to the
armature current ¢ and shaft speed w respectively, for noisy
measurements.

Based on the presented figures, it can be observed a
good performance of the proposed observer. Under noisy
conditions the armature current estimation 7 is much
closer to its actual value than its measurement (Fig 3).
In addition, a correct estimation of w using the integral
sliding mode observer is achieved (Figs. 2, 4) making
the proposed observer suitable for observer-based control
applications.

6. CONCLUSION

In this paper an integral sliding mode observer for linear
time-invariant systems is proposed. The convergence of the
estimation errors to zero for the proposed observer was
proved. A step by step design of the proposed observer
was provided along with a design example over a DC motor
model. The simulation results of the example shown the
filtering capabilities of the proposed observer.
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Abstract: Recently, the use of infrared images has shown be a feasible technique for addressing
problems as illumination dependency and facial expressions in face recognition applications.
Due the recent approaches that use deep learning methodologies for image analysis, which have
had remarkable performances, a deep learning strategy for facial recognition in thermographic
images is proposed. A convolutional neural network is designed and evaluated for recognizing
different people in an experimental home-made database. The use of convolutional networks
avoids to implement preprocessing and feature extraction algorithms, which is one of the
important parts in image classification. Results show significant improvements compared to
others works reported in the literature, which demonstrates robustness and effectiveness of the

proposed approach.

Keywords: Face recognition, Thermal images, Deep learning, Convolutional neural networks

1. INTRODUCTION

Face recognition remains an active and challenging area in
the computer vision field. Although, several approaches
have been proposed, problems such as illumination re-
quirements for image acquisition are unsolved yet. Infrared
imagery (IR) have shown promising results in this area,
due its invariance to changes in the illumination condition,
which allows to acquire approachable images even in the
absence of visible light (Ghiass et al., 2014).

Face recognition based on infrared images are commonly
classified in four categories (Ghiass et al., 2014; Arya et al.,
2015): holistic appearance based, feature based, multi-
spectral based, and multi-modal fusion based approaches.
The first one were the earliest attempts to use IR for
recognition purposes. These methods use all infrared face
information in the recognition task; eigenfaces approaches
fall into this category. Feature based approaches represent
images as a feature vector, which can be obtained applying
general feature extraction techniques, such as wavelets
coeflicients, local descriptors, among others; or context-
dependent features such as vascular network patterns or
blood perfusion measurements. On the other hand, multi-
spectral and multi-modal approaches take advantages of
the possibility of use information from different spectra or
other image modalities for improving recognition capabil-
ities.

* This work was supported by the Instituto Tecnolégico Metropoli-
tano from Medellin, Colombia trough Research Group in Au-
tomatica, Electrénica y Ciencias Computacionales.
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The majority of the proposed approaches are characterized
by a complex processing pipeline that involves, prepro-
cessing, feature extraction and selection, and recognition
learning techniques, which results in a large number of
parameters that must be tuned. Recently, Deep learning
has emerged as the best strategy for solving several tra-
ditional machine learning problems (LeCun et al., 2015).
So, because a biometric system must be able to provide
enough roughness, we considered using convolutional arti-
ficial neural networks (CNN) approaches as face recogni-
tion algorithm. The use of CNN provides the alternative
of discard every preprocessing or feature extraction algo-
rithm due the net capacity of recognizing characteristics
of images by the use of convolutional transformations in
their layers. Although the results show that the extracted
features of previous works found in the state-of-the-art are
highly relevant; our methodology based on CNN signifi-
cantly improves performance without the need of a prepro-
cessing or feature extraction stages. This advantage allows
to cover all recognition structures in one same procedure.

This paper is organized as follows: section 2 introduces
the theoretical concepts for the implementation of the
proposed CNN; section 3 describes details of database
acquisition process (section 3.1) and presents the architec-
ture of the proposed neural network (section 3.2). Section 4
presents the experimental evaluation and results obtained
when different image scales are used as input to the CNN;
and finally, conclusions and future work are discussed in
section 5.



2. BACKGROUND

Deep learning is the concept that involves a set of machine
learning approaches that use complex architectures of non-
linear transformations to representing relevant information
in non-structured data with high levels of abstraction
(Schmidhuber, 2015). These approaches appear a few years
ago due to the development of new processors with the
capacity of executing different processes using parallel
programming strategies. From the proposed Deep learning
approaches, convolutional neural networks have recently
been widely adopted due that it is easier to train and
generalized much better than other architectures. In this
paper, a convolutional neural network is proposed to
solve the problem of identification of people in thermal
images (Hassairi et al., 2015).

2.1 Convolutional Neural Networks (CNN)

CNN is a feed-forward neural network with a particular
architecture that allows to process an entire image without
preprocessing requirements. It consists of a set of convolu-
tional and subsampling layers followed by fully connected
layers. Each convolutional layer accepts a feature map (in
this case an image) and transforms it to another feature
map (another image) through a differentiable function
(i.e., kernels). Neurons in the same feature map share the
same kernel, which allows to go deeper between every
convolution for the transformation of the images Gong
et al. (2015). Because CNNs can learn from raw data
automating the process of feature extraction (Ji et al.,
2013), these are known as end-to-end methods i.e., they
can compute feature maps using spatial information of
pictures. The CNN algorithms have demonstrated high
performance in pattern recognition tasks over the past few
years, especially in computer vision where CNNs outper-
form conventional classifiers, for instance at the ImageNet
Classification challenge, CNNs have been used by the bet-
ter proposals in the last years (Krizhevsky et al., 2012),
(Simonyan and Zisserman, 2014) (Szegedy et al., 2015).

2.2 Rectified linear Units (ReLU)

Rectified Linear Units (ReLU) is an activation function,
which is the most commonly deployed activation function
for the outputs of the CNN neurons. This function was
developed as an alternative to classical way of to determine
the output of a neuron z in a net, it is given by Equation 1.

F(z) = tanh(z) = (1 —e %) 7* (1)

According to Glorot et al. (2011), the main advantage of
ReLU activation is that non-linear units are not saturated
compared to other non-linear activation functions (such as
Logistic or Tanh units). This characteristic implies expen-
sive processing, doing that networks with saturated neu-
rons be slower than those using ReL U function. Although
ReLU is not symmetric, this property can be achieved by
combining two units Glorot et al. (2011), and sometimes
this function is replaced with a smooth version named
softplus.

In a general form, the output of a neuron with ReLU
activation function can be computed by Equation 2.
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ReLU(z;) = max(0, z;) (2)

2.8 Softmax

Softmax function is an activation function, which is a
generalization of a logistic function that maps a K-
dimensional vector Z of real values to a K-dimensional
vector o(Z) of real values in the range 0, 1. This func-
tion allows to handle multiclass in the output layer; it is
computed one unique output when there are several units
in the output layer. Due that Softmax function mapping
is now considered as scores with unnormalized log proba-
bilities for each class, the cost function correction named
Cross entropy loss can be defined by Equation 3.

efui
Z?‘]:l efj

with f; being the j — th element of class vector scores f.

L; = —Log( (3)

Likewise, the Softmax activation function is defined by
equation 4.

e

softmazx(z) - forj=1,...K. (4)

Yk e
with z being an arbitrary vector with real values to be
scaled into a zero-to-one values.

2.4 Dropout Regularization

Dropout regularization is used for preventing co-adaption
among units. This novel technique detailed in (Srivastava
et al., 2014) avoids overfitting by dropping out units
randomly in hidden layers during training. for doing so,
outputs of units with a probability of 0.5 in hidden
layers are set to zero during the forward pass, as it is
explained in Krizhevsky et al. (2012). The ”Dropped out”
neurons not participate in backpropagation. So, every
algorithm execution changes the net architecture, but
neurons also share its weights. This characteristic reduces
co-adaptations of the net since every neuron does not
depend on other neurons in the net. Therefore, the main
goal of dropout is to add stochastically noise in the
activation states of certain hidden units (Srivastava et al.,
2014).

2.5 Adaptive Moment Estimation (Adam Optimizer)

Adam is a stochastic optimization algorithm introduced
in Kingma and Ba (2014), which employs first order gra-
dients as updating mechanism, it uses exponential moving
averages denoted by m; and squared gradients v;. Param-
eters updating is performed defining an objective function
f(0), which is tuned by evaluating random subsets known
as mini batches.

3. MATERIALS AND METHODS
3.1 The thermal Image Database
An image database was acquired using a FLIR A6555C

thermographic camera, configured to a 6.3 Hz sampling
frequency. A group of 21 people with ages between 22 and



45 years was involved. For each persona thermographic
video with approximately 80 images of 640 x 480 pixels was
recorded. During recording, each person was instructed to
rotate his/her head in four directions (up, down, right
and left). Resulting videos were converted to gray-scale,
with pixel values distribution remaining those of infrared
radiation for each frame. From each video, a set of images
were manually selected, for doing so it was considered that
heads were completely forward or slightly tilted. In this
sense; the database was composed of 588 images, i.e., 21
people and 28 images per person.

Discarding the implementation of any preprocessing al-
gorithm (this means that every input for the network
corresponds to every pixel of the input image to be clas-
sified for the network), the use of original sized images
represented a high computational cost to training stages.
So, images were conveniently scaled using a typical bicubic
interpolation. Preserving spectral relationship, We evalu-
ate three different scales, i.e. 320 x 240, 160 x 120 and
80 x 60 pixels. Although this down-scaling could means
losing information; the loss is not considerable enough to
prevent the net to recognize all people. In Fig. 1 could be
observed some examples of the subsets of images involved
in this study.

Fig. 1. Example images from the home-made database.
Two subjects with different pose are showed.

3.2 Neural Network Architecture

With the purpose of developing a biometric system capable
of identifying every person according to the experimen-
tal database described in subsection 3.1; a convolutional
neural network was implemented. The main goal of using
CNN was to reach that without to apply any preprocessing
technique. The Architecture of the proposed net is illus-
trated in Figure 2. It consists of 6 convolutional layers
followed by 2 densely-connected layers that were randomly
weighted. Convolving layers implemented kernels using the
RelU function activation for image transformations. Ev-
ery convolutional layer was connected to the immediately
next convolutional layer so that there were no connections
between nonconsecutive layers. The last convolving layer
was connected to two densely-connected layers, which were
composed of 200 and 100 output neurons, respectively.
Last of them uses Softmax and dropout functions for
handling multiple classes in the output layer and avoiding
overfitting.
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The number of input layers was varied according to the
number of pixels in the input images. So, input layers with
76800, 19200 and 4800 neurons were evaluated (for 320 x
240, 160 x 120 and 80 x 60 pixels, respectively). This means
that each neuron in the first layer possesses information of
each pixel in the image. Size image variations also modify
the size of the image in the last convolutional layer but did
not change operations in others layer sizes because these
do not depend on the size of the input vector.

4. EXPERIMENTAL RESULTS
4.1 People recognition using CNN

Implementation of the convolutional neural network was
performed using TensorFlow framework Abadi et al.
(2015); proposed approach was evaluated using a 10-fold
cross validation strategy . For picking the training samples,
it was considered to keep a stratified probability function
by selecting the 10% of data per class for validation test.
Along with the 10-fold cross validation, the data were
randomly permuted before of evaluating the model. This
also guaranteed that each experiment had different input
data for training and validation stages; and demonstrates
independence of them for learning task.

Figure 3 shows the average accuracy in the validation stage
for different image size evaluated (320 x 240, 160 x 120 and
80 x 60), when number of iterations was varied between 10
and 100. In the three cases, perfect recognition i.e., a 100%
of accuracy is obtained before of 30 iterations, although it
is faster for larger images (around of 10 iterations), which
was expected because this kind of image preserves more
information than the small one.

4.2 Processing optimization with GPU

Due that the high computational cost of training a CNN,
We considered the use of parallelization process in the
network, using graphical processing units (GPU). For
doing it, training and validation stages were implemented
using NVIDIA series Quadro K4000 GPU along with
CUDA Toolkit 7.5 libraries and computational cost was
compared with them obtained when it was performed
on a Workstation with CPU Intel® Xeon® E5 - 2687
(32 cores) and 32GB RAM inside. Tables 1 and 2 show
the time consuming in the GPU and CPU configurations.
Interation time refers to processing time (in seconds) for
each execution cycle of the algorithm; training time is
the time (in seconds) taken for training the overall net,
when accuracy of 100% is accomplished; Validation time
is the cost of classifying a subject after training process
and memory consumption corresponds to RAM memory
required to execute the training of the network.

Table 1. Processing times for GPU Implemen-

tation
Iteration | Training | Validation | Memory
Size Time Time Time consumption
(s) (s) (s) (MB)
320x240 | 8.6211 283.927 0.210511 2440
160x120 | 2.29826 47.9025 0.0594253 | 2360
80x60 0.615124 | 24.1448 0.017618 2298
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Fig. 2. Architecture of the implemented convolutional neural network.
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Fig. 3. Accuracy in the validation stage for input images
with 320 x 240 (Green, continued line), 160 x 120
(red,discontinued line) and 80 x 60 (blue, dot line)
pixels, when number of iterations in the training stage

is varied
Table 2. Processing times for CPU Implemen-
tation
Iteration | Training | Validation | Memory
Size Time Time Time consumption
(s) (s) (s) (MB)
320x240 | 31.7805 810.902 0.460278 1762
160x120 | 7.95153 130.649 0.139201 1103
80x60 1.9524 107.607 0.0426403 501

GPU parallelization allows to reduce the training and
validation processes in 2 to 4 times respect to CPU imple-
mentation but It requires more RAM memory capacities.

5. CONCLUSIONS

In this work a biometric system for facial recognition
using thermographic images was presented. Involving deep
learning approaches introduced through a convolutional
neural network frame, the proposed approach was able
to identify each person in a home-made image database
without previous face segmentation, image preprocessing
or feature extraction and selection stages. The proposed
framework demonstrated high performances in the train-
ing and validation tests even when the input image were
scaled to a quarter of the original one. Those results are
comparable to other works reported in the state of the art;
obtaining notable accuracy during training and validation
experiments.
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Computational times are considerably reduced when the
proposed neural network is implemented on GPU, al-
though RAM memory requirements are also incremented.
This results make the proposed approach a promissory
alternative for real biometric applications, which could to
take advantage of illumination invariance of thermographic
images and the recognition performance of deep neural
networks.

In the future, we plan to perform an evaluation with a
higher number of subjects and to combine information
from another spectrum such as near infrared or visual
spectra.
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Abstract: Fed-batch fermenters have gained particular attention due to its wide range of high valued
products production possibilities. Nowadays, the optimization and control of these systems is an
important task given its significant economic impact and particular characteristics. The paper proposes a
linear algebra based controller for nonlinear and multivariable bioprocesses. It involves finding the
control actions to make the system follow predefined optimal concentration profiles. The controller
parameters are selected with a Monte Carlo experiment. Finally, the good performance of the controller is
proved under normal conditions and adding perturbations in the control action.
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1. INTRODUCTION

On the one side, the increasingly demand of high added value
products, with specific characteristics for the market, has
made essential the dispose of reliable tools in the production
area. Due to this fact, in the last few years the optimization
and control techniques development has become a
fundamental topic for scientific investigations. On the other
side, the bioprocesses industry has demonstrated to be an
excellent option for the obtaining of a long variety of
products in a natural and ecological way. Although, this kind
of processes have many complications, and that is what make
them to be the biggest challenge from control engineer’s
viewpoint (Ashoori et al., 2009).

The biological processes have been characterized for using
microscopic organisms to obtain valuable substances. For
example: recombinant proteins, vaccines and antibiotics in
the pharmaceutical industry, or beer, wine, yeast in the
manufacturing of agro-food goods, biogas and compost in the
treatment of urban and industrial solid organic wastes and
wastewater (Mangesh and Jana, 2008), or biopolymers in the
chemical industry (Chung et al., 2015), between others.

A bioreactor can be operated in one of the following forms:
batch, fed-batch or continuous. The continuous operation
mood is characterized to work in a stationary way, while in
batch and fed-batch procedures, the states vary in the time.
This particularity of batch and fed-batch processes added to
the many difficulties that any bioprocess present, make the
control of them to be an arduous task to achieve. Some of the
mentioned complications are: the nonlinear and unstable
dynamic behavior of microorganisms which means strong
modeling approximations; the presence of numerous external
disturbances; troubles for most of the representative variables
on-line measurement; both the initial states of the process and
the parameters of the model may vary randomly from batch

(0]

to batch (Liang and Chen, 2003). All this avoid the
possibility of using classic industrial controllers, like Pl and
PID controllers, being necessary to implement control
algorithms specifically developed for bioprocesses (De
Battista et al., 2012).

The objective of this work is to develop a control technique
for a fed-batch penicillin production process. It consists in
tracking predefined state variables profiles (preferably
optimized ones) with minimal error. The methodology was
originally designed for robotics systems by Scaglia et al
(Scaglia et al., 2009, Scaglia et al., 2010) and lately extended
to other systems like unmanned vehicles (Cheein and Scaglia,
2014), chemical processes (Serrano et al.,, 2014a),
underactuated surface vessels (Serrano et al., 2013, Serrano et
al., 2014b), between others, all of them with excellent results
in the path tracking.

The main advantage of this procedure is the application of
linear algebra for the controller design. Here the control
action (substrate feed rate) is obtained solving a linear
equations system, although the controller structure rises from
a nonlinear mathematical model. This means that the
controller performance is independent from the operation
point, obtaining good result even when the initial conditions
and the parameters change.

The paper is organized as follows: The description of the
system and the process is presented in Section 2. The
controller design and the selection of its parameters are
exposed in Section 3. While in Section 4, the simulation
results are shown, this include: the performance under normal
conditions and with perturbation in the control action.
Finally, in Section 5, the conclusions are exposed.

2. SYSTEM AND PROCESS DESCRIPTION



The system under study is a fed-batch bioreactor for
penicillin production. The substrate and the microorganism
used are glucose and Penicillum crysogenum, respectively.
The equations that model the process were originally
proposed in (Cuthrell and Biegler, 1989), from which many
optimization and control papers have been written (Lim et al.,
1986, Luus, 1993, Riascos and Pinto, 2004, Ronen et al.,
2002). It is a single input multi output system (SIMO), where
the input is the substrate feed rate, and the outputs are the
cells, product (penicillin) and substrate concentrations inside
the reactor. The mathematical model of the process is:
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In these equations, the state variables are: biomass (X),
product (P) and glucose (S) concentrations. The control
action is the substrate feed rate (U). Sg is the substrate feed
concentration. The auxiliary equation defined are: the
specific biomass growth rate (u(X, S)), the specific penicillin
production rate (p(S)) and the culture volume (V).
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In Table 1 are shown the initial variable values, whereas in
Table 2 the parameter definitions and its values.

Table 1. Initial variable values for penicillin biosynthesis

Variable Initial value
X (g/L) 15
P (g/L) 0.0
S (g/L) 0.0
V (L) 7.0

Table 2. Parameters of penicillin biosynthesis model

Parameter Definition Value
Hmax Maximum specific biomass growth rate (h™) 0.11
Pmax Maximum specific production rate (gP/gX h) 0.0055
Kxa Saturation parameter for biomass growth (gS/gX) | 0.006
Kpp Saturation parameter for production (gS/L) 0.0001

Kin Inhibition parameter for production (gS/L) 0.1
Keg Product degradation rate (h™) 0.001
K, Saturation paramet.er for maintenance 0.0001
consumption (gS/L)
ms Maintenance consumption rate (gS/gX h) 0.029

Yys Yield factor for substrate to biomass (gX/g S) 0.47
Ypss Yield factor for substrate to product (gP/g S) 1.2
Sk Feed concentration (gS/L) 500
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3. CONTROLLER DESIGN
3.1 Controller Structure

For the application of this technique, it is necessary to know
the mathematical model that represents the process, and the
reference profiles that are expected to be followed by the
system.

The most important variables within de bioreactor are the
cells and product concentration, so their reference profiles are
expected to be tracked by the controller.

The optimal substrate feed rate presented by Riascos & Pinto
(Riascos and Pinto, 2004) is taken as the reference profile for
substrate feed rate. The reference concentrations of cells and
penicillin are determined in an open-loop simulation of the
system (see Fig. 1). For this, the feed rate mentioned, the
mathematical model, and the information from Table 1 and 2,
are used.
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Fig. 1. Reference profiles of cells and penicillin
concentration, obtained by an open-loop simulation.

In order to achieve the objective presented above, numerical
methods are used to determine the evolution of the system.
The method developed by Euler is used in order to integrate
numerically an ordinary differential equation given an initial
value.

)
dt

Where o represents each state variable, g, is the present value
of o measured from the reactor (on-line), while o, is the
value of ¢ in the next measurement instant. T, is the sampling

time; for this study is adopted a value of 0.1 h. The process
lasts 125 h.
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The error in a given sampling moment is defined as the
difference between the actual and reference values. As the
error in n+1 is proportional to the error in n, o, Can be
expressed as follows:

(4)
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where k, is a proportionality factor and represents the
parameter of the controller for the generic variable o. There
are three different k, for this model of penicillin production,
kx, kp and Ks.

Replacing Eq. (4) in (3) is obtained the following expression.
It allows the approximation of the derivatives.
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With this new appreciation of the Eq. (1) as a system of linear
equations, a simple possibility for calculating the control
action is available. Besides, it could be expressed in a matrix
form through placing the state variables as a function of U. In
this way, is more straightforward to clear the control action:
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To simplify the mathematical expression of the problem, Eq.
(7) is expressed generically as follows:
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So as to find U is necessary to ask the system to have exact
and unique solution. To accomplish this, b have to be a linear
combination of A columns (Strang, 2006), that is to say, A
and b must be parallel. This condition can be satisfied in
different ways; one of them is:
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It is important to highlight that there are many ways to
express a parallelism condition, and the results will be the
same with any of them. Replacing in Eq. (9) with each
corresponding matrices component values:
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For (10) to have solution, it is defined the "sacrificed
variable", which is denoted by the subscript “ez”. To select
the it is necessary to analyze and interpret the role of each
variable in the process. In a bioprocess, the substrate
concentration  directly affects cells and product
concentrations, and can be regulated by varying the feed flow
rate. Considering this, we chose S as sacrificed variable.
Replacing Sy by S, in Eq. (10):
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This system is solved using the fminsearch function in
MATLAB. Note that the only unknown iS Se;n+1, @S Sezp IS
obtained in the previous sampling time.

Once Se,n+1 Value is calculated, it is replaced in the original
matrix system (7). Then, the control action (U,/S{V,) can be
determined at any sampling time using least squares (Strang,
2006).
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3.2 Controller Parameters Selection

As it was introduced in subsection 3.1, the performance of
the bioreactor is directly affected by the controller parameters
(k,). Those parameters take values among zero and one (0 <
k, < 1), which makes the tracking error tends to zero when n
tends to infinity (for space reasons, the demonstration is not
shown, however, a similar example could be appreciated in
(Scaglia et al., 2010)). The “tracking error” is defined as
follows:

e = (X =X, + (P =P)* +(S,,-S.)"  (13)



The following procedure aims to find the best values for k,,
such that the tracking error is minimized. In this test, the
Monte Carlo algorithm is applied. The experiment consist in
simulate the process a humber of times using random values
of k.. Then, the total error is calculated for each iteration. The
k, that make a minimum total error are selected.

To determine the number of simulations (N) is used Eq. (14)
(Tempo and Ishii, 2007). Note that in order to limit the
chance of a wrong answer, an appropriate confidence () and
accuracy (¢) must be indicated.

1 (14)

Depending on the precision to be obtained, ¢ and ¢ values are
selected. For this study, 6=0.01 and ¢=0.005 Consequently,
N=1000.

The tracking error ||e,|| was defined in Eq. (13) and the total
error is found with the following expression:
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The simulation results show that de best values for the
parameters are:

(15)

Table 3. Controller Parameters

Parameter Value
Ky 0.9798
kp 0.976
ks 0.8979

4. SIMULATION RESULTS
4.1 Controller operation under normal conditions

To simulate under normal conditions, the initial state
variables values shown in Table I, the parameters of Table II,
and the controller parameters determined in 3.2 subsection
are used. Here, it is considered that there are no disturbances
in the external environment that could affect the process.

Figure 2 present how the real cells and product concentration
follow perfectly the references. Finally, Fig. 3 shows the
tracking error. As it can be seen, this error tends to zero as the
process moves forward.
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4.2 Test with perturbations in the control action

In order to prove the performance of the controller, it is
added a disturbance in the control action. To achieve this, the
control action is affected in a 20% of its original value with a
random perturbation. This can be explained as a random
noise that results in non-zero-mean Gaussian disturbances
(George, 2014).

Figure 4 shows the perturbed control actions. Figures 5 and 6
show the tracking of cells and product profiles in the
perturbed system. Finally, Fig. 7 shows the tracking error.
The disturbances in the control action cause an increasing of
the tracking error, however, it remains at acceptable levels.
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6. CONCLUSIONS

This controller has several advantages over others: it can be
easily applied, there is no need to have advanced knowledge
about automatic control to do it; the methodology has less
mathematical complexity because it allows obtaining the
control action as a solution of linear equations system,
although the controller structure arises from a nonlinear
mathematical model. As a result, this technique can be used
in a long variety of systems. Furthermore, this controller is
versatile against different disturbances; this was supported by
the tests made, which results show that the controller
manages to achieve the reference profile successfully at any
time, and prove its good performance.
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Abstract: Every emotion evidences a biological sign while predisposes the body to a different kind of
response. In Human-Computer interaction area, the voice recognition techniques are widely used in text
engines. In this context, the automatic emotion recognition of the speech aims at identifying the
emotional or physical condition of a human being from his voice. Both emotional and physical states of a
speaker are included in so-called paralinguistic aspects. In this work we used a speech database
containing 7 different emotions in which 4 emotions were selected and 12 features were extracted.
Emotions were classified by different types of neural networks in order to compare the efficiency of them

to discriminate different moods.

Keywords: Classifiers, Speech recognition, Neural-Network Models, Emotions, Audio Features.

1. INTRODUCTION

Emotions govern almost all modes of human communication:
facial expressions, gesture, posture, voice tone, words,
breathing, body temperature, etc. Human perception of
emotions is about 55 % from facial expressions, and 38 %
from 7% speech from text (Busso et al., 2004). Although the
emotional state does not alter the linguistic content, this is an
important human communication factor as it provides
feedback information for the development of applications in a
wide spectrum, such as assistive technologies, psychiatric
diagnosis and lie detection (Nasr and Ouf, 2012).

Emotion recognition methods require the extraction of certain
characteristics of speech (Espinosa and Reyes Garcia, 2010).
Some are based on acoustic features such as Mel Frequency
Cepstrum  Coefficients (MFCC) and the Fundamental
Frequency to detect emotional signs. Others use prosodic
features in speech to achieve higher classification accuracy.

Many researches focus on the classification using artificial
neural networks (ANN) (Pérez-Gaspar et al., 2015). In this
work different topologies of ANN based on naive Bayes
(NB), Support Vector Machines (SVM), Multi-layer
Perceptron (MLP) and Radial Basis Function (RBF)
classifiers were designed in order to compare and classify a
set of audio signals from Berlin database, which show
opposite emotional states. A total of 12 features were taken
from the audio signals. The performance of the classifiers
was evaluated through 2 stages. In the first stage, three
emotions (happiness, sadness, and neutral) were selected. In
the second stage, a fourth emotion (fear) was added. The
ANNs were adjusted to achieve optimal classification.
Finally the comparison between the different hit rates
obtained by the classifiers was established in order to
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evidence the performance of classifiers and the capacity of
description of the features set used.

2. MATERIALS AND METHODS
2.1 Database

The Berlin database was used, containing about 500 speech
audio files performed by 10 different actors, expressing
different emotions: happiness, anger, sadness, fear, boredom
and disgust, as well as a neutral expression (serene). There
are a total of ten different phrases. Four emotions of the
database were selected: happiness, sadness, fear and neutral.
The choice was based on the regionalization proposed in
Russell circumplex model (Figure 1) in which each selected
emotion characterizes one quadrant model (Russell, 1980).
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Fig 1. Russell Circumplex model (Russell, 1980)



2.2 Feature Extraction

A total of 12 Features of the audio signals were extracted and
divided into 3 groups: prosodic, temporary and frequency
features. The number of selected parameters is based on
recent literature of emotions and audio signal processing
(Bustamante et al., 2015).

The statistical and temporal parameters were mean (ME),
variance (VAR), standard deviation (SD), zero crossings
(ZC) and kurtosis (K). Prosody has a very important
paralinguistic role that complements the linguistic message
and reflects the emotional state of the speaker (Espinosa,
2010). Prosodic parameters were based on the energy (E)
related to the intensity of the audio signal, the duration of
pauses and phonemes (D) and the fundamental frequency
(pitch). In frequency domain the extraction of formant,
frequency cepstral coefficients in Mel scale (MFCC) and
power spectral density (PSD) was performed.

2.3 ANN structures

This work was made in two stages in order to analyze and
track changes in the performance of classifiers when a new
emotion is introduced. As pre-processing of the audio signal,
an initial re-sampling to 16 KHz was performed. The signal
was normalized and limited in a frequency band by a
recursive Chebyshev type 1 band pass filter, with a lower cut-
off frequency at 20 Hz and upper cut-off frequency at 6800
Hz.

A voice detector was applied to the filtered signal in order to
extract the voice segments and eliminate silences. Finally it
was carried out a windowing of the signal, setting the limit at
20 ms. with 50% overlap.

The structures for the four models of ANN selected were
established. 105 samples for the first stage and 140 for the
second stage were taken from database as training set (35
samples of each emotion: happiness, sadness, neutral and
fear). The input data, corresponding to the 12 selected
features, were previously normalized. Modelling of different
ANNs was performed in MATLAB®.

2.3.1 Multi-Layer Perceptron

In the first stage, a MLP network was configured with 12
input nodes, 2 hidden layers and three output nodes.
Activation functions employed were established empirically,
defining hyperbolic functions for the hidden layers and
logistic functions for the output layer. The Levenberg-
Marquardt was implemented as learning rule. For each
emotion only one output is in high state (Y=1), while the
others remain in the low state (Y=0). In the second stage, was
added a new output node in order to identify the emotion
"fear", then was applied the same process mentioned before.
The Figure 2 shows the topologies used for these
architectures.
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Fig 2. MLP structures for three (A) and four (B) emotions.
2.3.2 Radial Basis Function

The RBF network was designed with 12 input nodes and one
output neuron (Figure 3). It can be considered as a special
MLP network of three layers. Neurons in the hidden layer
containing Gaussian transfer functions whose outputs are
inversely proportional to the distance from the centre of the
neuron. The activation function for the output node presents a
linear behaviour.

Bias=+1 [}

Features [%]

BOE OB ¥ OB % B B B B B B

Fig 3. RBF structure.

2.3.3 Support Vector Machines

SVM is a type of supervised learning machine that belongs to
the category of linear classifiers, since they induce linear
separators or hyperplanes, either in the original space of input



examples, if they are separable or quasi-separable, or in a
transformed space (feature space), if the examples are not
linearly separable in the original space. In these cases, the
search for the hyperplane will be done implicitly using kernel
functions (Chavan and Gohokar, 2012).

In this work, a total of three SVM classifiers (Figure 4) were
designed based on combinations of the emotions selected:
Happiness/Sadness;  Happiness/Neutral;  Sadness/Neutral.
After training, different kernels of inner product were used
(Linear, Quadratic, Polynomial, Radial Basis Function and
Multilayer Perceptron) to analyse which of them provided a
better performance in data classification. Then, three new
classifiers were designed to include the emotion “Fear”:
Happiness/Fear; Neutral/Fear; Sadness/Fear.

Bias= 11

Features [X+]

A~
\‘ Output [Y]

BoE B B B oW o® oW ok B B B

Source Nodes

Hidden Layer of N:
kernel inner products

Linear Output
Layer

Fig 4. SVM structure.
2.3.4 Naive Bayes

The NB network was configured as a typical Naive Bayes
classifier (Figure 5) with three possible classes,
corresponding to the emotions selected for the first stage.
Uniform probabilities were supposed and the algorithm
assumes that predictors (inputs) are conditionally
independent given the class (Castillo Reyes et al., 2014;
Vinay et al., 2013).

For the second stage, a new class was added. The NB
network was then configured with four possible classes:
Happiness, Neutral, Sadness and Fear.

Fig 5. NB classifier.
2.4 Simulation

In the first simulation stage of ANNSs a total of 45 known
samples of audio were used as test set, picked from Berlin

database, 15 for each emotion (happiness, sadness and
neutral). The 12 features of the samples were extracted,
normalized and introduced in the different topologies. The
estimated outputs were compared with the expected values.
The percentages of successes and overall performance for
emotions classified in different network models are shown in
Table 1.

In the second stage, 35 samples were added to the training
set, corresponding with the “fear” emotion and 15 samples
were used for simulation. The estimated outputs were
compared with the expected values. The percentage of hits
and overall performance are shown in Table 2.

Table 1. Hit rate and overall performance, with three
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emotions.

ANN Happiness | Sadness | Neutral | Overall Performance
MLP 73.33% 66.67% | 66.67% 68.89%
RBF 46.67% 80% 33.33% 53.33%
SVM-L 73.33% 86.66% | 93.33% 84.44%
SVM-Q 46.67% 66.67% | 53.33% 55.56%
SVM-P 73.33% 60% 40% 57.77%
SVM-RBF 80% 93.33% | 46.67% 73.33%
SVM-MLP 73.33% 66.67% 60% 66.67%
NB 86.67% 93.33% 80% 86.67%

Table 2. Hit rate and overall performance, with four

emotions
ANN Happiness |Sadness |Neutral | Fear Overall
Performance
MLP 53.33% 60% 80% 46.67% 40%
RBF 33.33% |73.33% [53.33% |33.33% 48.33%
SVM-L 73.33% |86.67% [66.67% |46.67% 68.33%
SVM-Q 20% 66.67% [46.67% | 40% 43.33%
SVM-P 53.33% 60% 20%  |46.67% 44.99%
SVM-RBF | 66.67% |93.33% |33.33% [46.67% 59.99%
SVM-MLP 60% 66.67% [46.67% |33.33% 51.66%
NB 86.67% 86.67% |66.67% 40% 70%
3. RESULTS

The values obtained in Tables 1 and 2 are the result of the
optimization of the training process for the designed
configurations, based on the analysis and the number of
features used as inputs to the ANNS.

In the recognition with three emotions, the SVM-L, SVM-
RBF and NB structures showed the best overall performances
(over 70 %), with variability in their hits rates according to
the emotion considered.

Figure 6 shows the detection rate of classifiers for each
emotion. It is observed that the mean values for "happiness"
and "sadness" are close to 75%, and the dispersion of
classifiers in the recognition of emotion "sadness" is the
smallest of the three cases. In the case of the "neutral”
emotion, it is evident that the mean value is less than 60%
and the dispersion of the hit rate is greater than 50%.

This evidences the relation between the descriptors used as
inputs with the performance of the ANNSs designed. Temporal
and prosodic features, as the zero crossings and the duration
of speech segments, are useful in distinguishing the emotion



"sadness" from the others, because usually a speaker in high
state of excitation / valence tends to speak quickly with fewer
and shorter breaks, while a depressed speaker talks slowly,
introducing longer pauses.

Yariability in the hit rate in the recognition of each emotion
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Fig 6. Hit rate variability with three emotions
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Fig 7. Hit rate variability with four emotions

When a fourth emotion is added (Figure 7), the emotion
“sadness” keeps its hit percentage in relation to “happiness”,
“fear” and “neutral”. Table 2 shows that the overall
performance for these emotions is about 50%, obtaining in
the best cases a percentage of 75%.

Some pairs of emotions are usually confused. This is the case
of “happiness” and “fear”. The same trend appears between
“happiness” and “neutral”. Speech associated with “fear” and
“happiness” has a longer utterance duration, shorter breaks,
higher pitch and energy values with wider ranges. Therefore,
these emotions are difficult to be classified.

Although the overall performance decrease when "fear" is
incorporated, the classifiers SVM-L, SVM-RBF and NB (that
showed the best performances in the first stage) are still
higher compared to others, with percentages around 60%.
The emotion "sadness" remains as the most recognizable,
with a success rate above 70%.
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4. CONCLUSIONS

In this paper we have evaluated the performance of several
classifiers in distinguishing four emotional states under two
stages.

In the analysis with three emotions, for the classifiers NB and
SVM-L the overall performances are of 86.67% and 84.44%
respectively. With four emotions, the best classifiers remain
NB (70%) and SVM-L (68.33%) whose hit rates for
“happiness” and “sadness” are above 60 %. Considering the
capacity of the classifiers to discriminate between different
emotions, it is evident that “sadness” proves to be the most
distinguishable, regard to the others. This may indicate the
need to incorporate new features of the processed audio
signals, or even combine the best classifiers in order to
achieve better performances.

This work shows that the performance of classifiers is given
by the number and capacity of description of the input
features. Although the selected emotional states are located in
visually separable regions, according to the Russell model,
certain features of the audio signals have similar values,
making it difficult to recognize them by ANNSs. An increase
in the number of descriptors and a deeper understanding
analysis of the relations between them and the proposed
emotions might be necessary in future works.
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Abstract: Proper functioning of unmanned surface vessels requires effective trajectory tracking.
To achieve this, upon selecting the method for control system design, the knowledge required
regarding vessel dynamics described by a model must be taken into account. In this case, it would
be advantageous to design the controller requiring the least task effort in modeling for fulfilling
the tracking requirements. This paper proposes an active disturbance rejection control system
based on linear filters applied to tracking arbitrary trajectories of an underactuated unmanned
surface vessel, as an alternative that uses a simple model. Finally, a performance comparison
between the proposed control and another control technique (whose design requires a more

complex model) is presented.

Keywords: Disturbance rejection, Nonlinear control, Marine systems, Flatness based control.

1. INTRODUCCION

Unmanned surface vessel (USV) control is focused on
path-following and trajectory-tracking problems, reducing
the USV’s tracking error.

Currently, there are many control techniques for fully
actuated USV’s (Fossen, 2000; Fossen, 2011), where the
number of actuators is the same as the number of degrees
of freedom; however, underactuated USV (UUSV)
control is a field that still requires further investigation as
the number of actuators is lesser than the degrees of
freedom. The techniques used for the latter can be
classified according to the required knowledge level of
the mathematical model chosen for the control system
design.

In non-linear control, when employing controllers such as
those based on the stability method of Lyapunov and
additional modifications (Do, 2010; Ding, et. al., 2011,
Bao-Li, 2013), backstepping (Ding, et. al., 2011; Yang, et.
al.,, 2014) and successive linearization (Chwa, 2011),
complete knowledge of parameters of the UUSV
mathematical model is required. In addition, some of
these methods (Ding, et. al., 2011; Bao-Li, 2013) do not
exhibit robustness to parametric variations or to non-
modeled disturbances.

In learning-based control, developing a model based on
neural networks requires data acquisition and performing
controller optimization, which facilitates its design since
it does not depend closely on UUSV modeling. An
advantage of these techniques is the adaptability, which
provides control under various operating conditions (Dai,
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et al., 2012; Pan, et al., 2013). The main disadvantage is
the computational cost of the adaptation mechanism as
well as the number of calculations at each time interval.

In active disturbance rejection control, ultra-local models
or dynamic simplified models are used (Li, et. al., 2012;
Li, et. al, 2013), avoiding the use of complex
mathematical models. The main disadvantage found in
these controllers is that, due to their design, the inherent
UUSV kinematics is ignored and only a priori known
geometrics can be tracked.

This paper presents the design of active disturbance
rejection control based on linear flatness-based filters
applied on an underactuated unmanned surface vessel
(UUSV) to track arbitrary trajectories. This design
employs the knowledge of system kinematics and only
requires knowledge of dynamic parameters regarding the
actuators, which in practice are easily recognizable.

Section 2 describes the system dynamic model. Section 3
includes a review of active disturbance rejection control,
emphasizing the robust generalized proportional-integral
controller as a linear flatness-based filter. Section 4
presents the controller design for a UUSV. Simulation
testing results are analyzed and contrasted with a
controller based state-feedback linearization in section 5.
Conclusions are described in Section 6.

2. SYSTEM DYNAMIC MODEL

Considering a UUSV with coordinated axes and actuator
arrangement as defined in Figure 1, where positions x and
y, yaw angle y (measured from the X-axis), surge and



displacement speeds u and y, yaw speed r, driving force F
and steering torque T.

E F
/1

Figurel. Bottom view of coordinated system (left) and
actuator arrangement (right).

The dynamic model of this UUSV (Fossen, 2011) is
presented in (1)
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Where R () is rotation matrix from the UUSV system
fixed § — ] to the inertial system I — J , M is the full mass
matrix, C (v) is the Coriolis matrix, D (v) is the damping
matrix composed of non-linear functions and B, is the
geometric matrix of system actuators.

D(v):

0
0
1

This mathematical model was chosen since it adequately
approximates the actual UUSV dynamics and it will make
possible to illustrate the effectiveness of the proposed
controller exposed to a highly non-linear dynamic
behavior.

In the case of fully actuated USV’s, the model would also
include a force H applied in the transversal axis
(Wondergem et. al. 2011); however, in small USV’s, it is
common to avoid this configuration because it would
reduce available space, increase USV’s weight and
consume more energy.

86

3. ACTIVE DISTURBANCE REJECTION CONTROL
3.1. Active disturbance rejection control

The dynamics of a system of order n can be expressed
according to (2), where p is the control action, b is a
system constant; and f(...) is a function that depends on
unknown and non-linear system dynamics and on its
endogenous and exogenous disturbances w:

x" = f(x, Xyt 2

There are different alternatives to control (2) that are
based on active disturbance rejection control (ADRC),
where the objective is to eliminate the term f(...) from the
dynamics in order to simplify controller design. The best
known solution entails the use of extended state observers
(ESO), which estimates the term f{...) and the derivatives
of x (Gao, 2006; Han, 2009). Another approach is to use a
model-free control through intelligent PID controllers
(Fliess, 2013), in which the term f(...) is estimated and
eliminated through integrals of variables x and u. It is also
possible to perform control without the estimation of the
term f(...) through the use of GPI controllers (Sira et. al.,
2010). These controllers are robust to polynomial
disturbances in time (Morales and Sira, 2010); however,
they are not robust against complex disturbances. For the
latter case, in (Sira, et. al., 2008), a robust GPI controller
that includes an integral action in the resulting transfer
function is proposed and, in (Sira, et. al, 2010), a further
order reduction is proposed.

3.2. Robust GPI Controller

x(”’l>,u,w)+ b

The general structure of a robust GPI controller can be
generalized as in (3) (Luviano-Judrez, et. al., 2008),
where n is the order of the system, m is the order
considered in the disturbance f{...) and e, is the tracking
error with respect to reference x*; thus, e, = x - x*.

12

n+m- 1

bs(

m+n -1 m+n 2
+ Ay imoaS 2 ++ A4S+ A

+ﬂ%mzs +eot A S+ A4,

n+m+1
For the particular case of a system with first order
dynamics and first order (constant) disturbance, the
controller in (4) is used, where closed-loop dynamics can
be chosen by selecting ¢ and w,; and the corresponding
controller parameters can be obtained from (5).

BESCURZ IO
b S

e, (3

X

ﬂ:

S+ A4S+ A, =82 + 2w, +w,”  (5)
Similarly, for a system with second order dynamics and
first order (constant) disturbance, the controller is shown
in (6) and the characteristic equation in (7).

1 4,8° + 4,5+ 4,

“=7h s(s+43)

(6)

s*+ 1,8+ 4,8 + A4S+ Ay z(s2 + 20w, +a)n2)z @)



3.3. Configuration of a linear flatness-based filter

A flat system is a system whose inputs and outputs can be
expressed in function of a variable and its derivatives
(Sira, et. al. 2004). Without loss of generality, the
controller shown in (6) is used. Thus, the robust GPI
controller can be seen as a flat system (Sira, et. al, 2010)
since, through definition of the filtered error e in (8),
tracking error e, and the control action u can be expressed
as a function of e as in (9) and (10). As a result, the
controller can be expressed as an integrator chain in (11).

_ 1 8
®r = s(s+/13)ex ©®
e, =6, + 4,8, 9)

1 . .
y:—g(ﬂzef + 4,6, + A8, ) (10)
,=1,

2, =—A,Z, + €, (11)
1
/U:B((lzﬁs _/11)22 =2, _ﬂzex)

4, CONTROL SYSTEM DESIGN
4.1. Problem formulation

The goal is that a UUSV can follow arbitrary trajectories
defined in time without restrictions in their form and with
speed of approximately 1 m/s., x4 and yq will be used to
denote a point of the desired trajectory at a given time
instant. The proposed control system is presented in
Figure 2.

4.2. Trajectory Controller Design

In the dynamic model presented in (1) the states
derivatives can be isolated (12).

X =UcCosSy —Vsiny

Yy =usiny +VCcosy (12)

w=r
u=U,(uu+U vr+U, r’+U.F
V=V, (v,r)v+V, (v,r)r +V, uv+V,ur +V;T
r=R,(V,)V+ R, (v,r)r + R, uv+ R, ur + R;T

Ui, Vj and R can be obtained from (1); however, in

accordance with ARDC, (12) can be taken to the form
(13), where its values are not considered.

X=UcCoSy —Vvsiny
y =usiny +VvCcosy

wo=r (13)
U=---+U.F

V=---

r=---+RT

Defining the reference trajectory x, and y,, generated from
the desired trajectory and errors regarding the trajectory in
reference e, = x — X, and e, =y - y,, the dynamics of these
errors can be expressed by (14). It can be observed that
the kinematics of the UUSV naturally appears in these
dynamics, which obliges the use of such structure in the

controller design.
['e‘x} {Upcosw —usint//}{ }
g, ucosy
---—Vsiny/—vrcosw—xr}

U, siny
{---+Vcosw —vrsiny -V,
It is considered that r varies faster than the remaining
variables and can be used as an intermediate control; also,
the control of r is carried out using torque T.

F
r

(14)

Using (14) the control can be decoupled through (15). In
addition, the remainder terms in (14) can be encapsulated
in disturbance dynamics, resulting in decoupled dynamics

(16).
My U.cosy —usiny
Hy [ ucosy }{ }

U, siny
[e} [ﬂx + fx(n,v,r)}
€, My, + fy(zy,v,‘r)
In this manner, the system can be controlled by two
independent control laws (17) similar to (6)

F
r

_ (15)

= (16)

_A8° A4S+ A .
s(s+4;)
A,8% + S+ A,

o s(s+4,)

Hy =
(17)

Hy = y!
where parameters are selected using (7) and must be the

same for both controllers since similar responses are
desired in both directions.

la,u-:

X error
controller

ulr_.v
Fy
F-r desired —

Trajectory
generator

mechanism

F-r anti-saturation

F

X error

4|-. output  [—

controller

fo

Underactuated unmanned

jb surface vehicle
T

4 | T anti-saturation
mechanism

r error
controller

Ay,

Figure 2. Proposed control system.
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The desired control action is isolated from (15), obtaining
(18); due to the presence of u in the denominators, its
value in the controller should be set in a range between
Umin @Nd Umay USing the definition of the function (19). The
values Umin > 0 and upg, are chosen such that the desired
performance of r is not greatly reduced, thus the desired
control can be expressed by (20).

cosy  siny
Fy —| Ue Up || 4 (18)
r, _siny cosy | u,
u u
umin'u<umin
19
U, =sat(u,U, Uy ) = u,umin§u§umax( )
U » Uy < U
cosy  siny
Fd — LJ_F UF qu (20)
r, _Siny  cosy || i,
u u

p p

In contrast, fully actuated USV’s model would present F
and H in (13), resulting (21). Errors could be controlled
using both actuators, so r would not be considered as an
actuator and  could be freely controlled by T. Each
controller can be design using (6) and (7).

€, U.cosy -—V,siny
€, Ugsiny V,, cosy
} (21)

---—Vsiny —vrcosy — X,
v=-+RT

E
H

[~-~+\'/cosw—vrsin1//— y,

4.3. Design of angular velocity controller

Since the angular velocity r was considered to behave as a
system actuator, this should be controlled on its respective
subsystem. Using the torque T as an actuator in

6 =+RT, (22)

where e, is the error between the angular velocity
measured in the system and the desired angular velocity
(20). In a similar way to (16), the subsystem is presented
based on a change of variable and a term of disturbance
dynamics

6 =+ T(pve) (@)

Since the subsystem is a first order system, the control
law (4) will be used as well as the selection of parameters
from (5)

S+
_ N 7oe

= (24)
S

r r?

s? +yS+y, = s? +24, o, +a)r2, (25)

The desired torque is calculated by

T, =(1/R; ), . (26)
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4.4. Anti-saturation mechanism

Controllers using integral terms often present saturation,
resulting in performance reduction. An anti-saturation
mechanism is used to avoid this problem, using the
projection of saturated actuator errors (27) with respect to
the desired actuator values (20) on the decoupled control
presented in (17). Consequently, the corrections are
calculated by (28), where fr and f, are parameters that
determine the aggressiveness of the anti-saturation
mechanism and Ap, and Ay, are the required corrections
to be applied in (17).

F =sat(F,,F,F...), r=sat(r,,r, M) @7
M| [Ugcosy —usiny [ f:(F-F,) (28)
Au, | |Ugsing  ucosy | B.(r-r,)

In this manner, the controllers (17) expressed in form of
linear flatness-based filters (11) including the anti-
saturation mechanism, will present the following form

P, = P, —Au,

P, =—4;p, +€,

My = (122'3 _;[1)p2 — APy — A8y, (29)
g, =49, _A,Uy

qz = _13Q2 +€ey

Hy = (’122'3 - ﬂ1)22 — A7, _ﬂ*zey-
In addition, because torque T may also present saturation
T =sat(T,, Toins T )s  (30)

an anti-saturation mechanism is provided based on the
difference between the effective torque and the desired
torque

min ?

App =R; fr (T -Tq ), (31)

so the resulting controller in form of a linear flatness-
based filter is

I;]1 =€ — A:ur
M = =718 + 1AL, — YoMy

(32)

4.5. Trajectory generator

Since the initial values of the desired trajectory xy, yq may
be distant from the UUSV’s origin point, a trajectory
reference generator X, Yy, is provided, based on a
simplified mathematical model of the UUSV in the form

X, =U, COSY/,

Yr =u,siny, (33)
Y, =
u, =a

where the control objective is that x,, y, follow x4, y4. The
controller for the simplified UUSV (33) can be developed
using a procedure similar to the one used for the original
UusVv.



5. SIMULATION RESULTS AND ANALYSIS

The parameters of the vehicle in (Wondergem et. al.
2011) were used to carry out simulations:

258 0 0
M=| 0 338 1.0115
0 10115 276
0 0 —33.8v—-1.0115r
c(v)= 0 0 25.8u
33.8v+1.0115r —25.8u 0
0.72+1.33u| 0 0
D(v)= 0 0.86+36.28Vv| —0.11
0 —-0.11-5.04v] 0.5

Table 1 shows the parameters used for the UUSV
controller and the trajectory generator. All parameters are
expressed in IS units.

Table 1. Controller design parameters

Usv Trajectory generator
Z 1.2 4 1
wn 1 wn 1
Fmin -10 Amin -0.5
Frax 10 Amax 0.5
Fmin -2 ®min -1
F'max 2 Omax 1
Umin 1 Umin 0.01
Umax 1 Umax 2
P 0.5 L 0.5
)i 0.5 By 0.5
ér 0.7
Wy 5
Tmin -10
Trmax 10
br 0.05

The trajectory used in the simulation, using a simulation
time of 100 seconds, was

X, = 20cos(t/30)cos(t/20),
yq4 = 20cos(t/30)sin(t/20).

(34)

In addition, a variable external force with inclination of
10° in respect to axis X was applied.

The proposed controller was compared with a controller
based on state-feedback linearization (Fahimi, 2008), the
latter requiring knowledge of all model (1) parameters for
its design.

In the following figures, FPL is the controller based on
linear flatness-based filters, LRE is the controller based
on state-feedback linearization, and DT is the desired
trajectory.

Figure 3 shows trajectory tracking performed by both
controllers. It shows that the LRE converges faster than
FPL; however, after the approach, both properly follow
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the trajectory. Figure 4 shows the tracking of position
variables separately.

25

— —FPL
B e
= "::-\\‘
15+ \\\
P S S
10+ / \\\ * .
E F T
I f f’ Yo
r«\ j Wl “
L [N
¢ '\ﬁu// ]J!
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Figure 3. Trajectory tracking
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Figure 4. Position evolution

Figure 5 shows that the FPL presents greater error at the
beginning; this is due to the use of the trajectory
generator, which limits the distance to the reference
regarding the original position of the UUSV. The zoom in
Figure 5 reveals that both controllers have similar
absolute errors after approaching to the trajectory.
However, oscillations are found in the FPL error since the
term f(...) is not constant (contrary to what was
considered in (4) and (6)).

1 L

Error [m]
=

o
T
n-
_
L
L
L
1

Error [m]

Figure 5. Absolute tracking error

Figure 6 presents the applied external disturbance and the
resulting control action for times lesser than 30 seconds.
A delay time in the FPL is evidenced; however, it is
observed that the latter does not exhibit large oscillations
in the torque applied, in comparison to the LRE. For times
greater than 30 seconds, the control action in both cases
follows the same tendency.



10

Figure 6. Control action (t < 30)

6. CONCLUSIONS

A control system for a UUSV was proposed, with a
trajectory controller and an angular velocity controller for
tracking arbitrary form trajectories. The proposed design
of the system controllers was carried out using active
disturbance rejection control based on linear flatness-
based filters, requiring a deeper analysis compared to the
fully actuated case. Comparisons were made between the
trajectory tracking of the FPL control proposed and the
LRE control, obtaining similar results; however, the
torque applied in the FPL control shows less oscillation.
The main advantage of the proposed control with respect
to the LRE and other control techniques is that its design
only requires knowledge of the dynamic parameters
related to the actuators (in practice easily recognizable). A
future paper will propose a strategy of trajectory
generation and develop methodology for calculation of
parameters. Given that the structure kinematics as
presented is akin to a group of marine, land and air
systems, it is recommended to assess the implementation
of the proposed controller in these systems.
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Abstract. In this paper, a double integrator affected by bounded external perturbations and
jumps in the velocity are considered. A second order sliding mode, such as Twisting control
synthesis is presented in the presence of uniformly bounded persistent disturbances and rigid
body inelastic impacts. First, a nonsmooth state transformation is employed to transform the
original system into a jump-free system. Second, a nonsmooth strict Lyapunov function is
identified to establish global finite time stability of the transformed system. Third, a Twisting
plus PD control law is analyzed and global finite time stability of the origin of the system with
velocity jumps is established without having to analyze the Lyapunov function at the jump
instants. An upper bound of the convergence time is estimated for both closed loop systems, in
spite of bounded external perturbations and jumps in the velocity.

Keywords: Sliding mode control; Stability analysis; Lyapunov methods.

1. INTRODUCTION

Second Order Sliding Mode Algorithms (SOSM) have be-
come very important for variable structure control theory
and engineering applications, because of their properties
such as finite time convergence in spite of the presence
of external uncertainties (see for example Fridman and
Levant [2002], Shtessel et al. [2007], Emelyanov et al.
[1986]). Moreover, in the last years, nonsmooth strict Lya-
punov functions have been studied in order to analyse their
properties from a different point of view.

A linear double integrator, i.e. a mechanical system, is
considered with jumps in its velocity when it hits a con-
straint surface. The velocity undergoes an instantaneous
jump when the inelastic collision occurs. In this paper, the
restitution in velocity, representing loss of energy which
occurs at the time of impact, is considered fully known. It
is clear from the literature (for example see Cortes [2008],
B. Brogliato and Orhant [1997] and Brogliato [1999] )
that a jump in the Lyapunov function occurs whenever
the velocity undergoes a jump. Therefore the Lyapunov
stability needs to be specifically defined for all possible
jumps in the Lyapunov function. The rigorous theoretical
developments in the theory of nonsmooth mechanics have
been accompanied by applications such as biped robots
(see for example Bourgeot and Brogliato [2005], J. Grizzle
and Plestan [2001] and Y. Hurmuzlu and Brogliato [2004]).

The existing approaches (Orlov [2005], Polyakov and
Poznyak [2009], Levant [1993] and Santiesteban et al.

* CONACYT grant 53869
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[2010]) do not apply to the case of jumps in the velocity
dynamics. In H. B. Oza and Spurgeon [2014], the effect
of the jump in velocity is considered as a destabilizing
one for the dynamic system. Then the stability analysis
of the closed loop system is important for this kind of
applications (see Stewart [2000]).

This paper is based on the ideas of H. B. Oza and Spurgeon
[2014], a mechanical system with resets in velocity, affected
by bounded external perturbations with two main objec-
tives. First, a nonsmooth state transformation B. Brogliato
and Orhant [1997] is utilized to render a jump-free system
with its solutions clearly defined in the sense of Filippov
Filippov [1988]. Second, as in Santiesteban et al. [2010], the
stability analysis of the closed loop system is made within
nonsmooth strict Lyapunov methodology for discontinu-
ous systems. There is well know theory that study this
concepts, for example Shevitz and Paden [1994], Bacciotti
and Ceragioli [1999], Bacciotti and Rosier [2001], Moreno
and Osorio [2008]. Indeed, in H. B. Oza and Spurgeon
[2014] homogeneity properties are used to analyze the
stability of the system and estimate an upper bound for
convergence time of the closed loop system. Another work
that use homogeneity properties of a discontinuous system
is Orlov [2005].

Moreover, based on previews work, such as Santiesteban
et al. [2010], a nonsmooth strict Lyapunov function is iden-
tified to show global finite time stability of the closed loop
system using Twisting algorithm. Furthermore, Twisting
algorithm plus PD control law is comnsider, identifying
another nonsmooth strict Lyapunov function, giving proof



of global finite time stability of the transformed and the
original impact system without having to analyze the
jumps of the Lyapunov function. Finally, both sliding
mode synthesis are shown to stabilize the double integrator
with impacts in finite time, in spite of bounded external
perturbations. Moreover, an estimation of the convergence
time of the trajectories of the closed loop systems is ob-
tained.

In section 2 the problem statement is described : the
stabilization of an uncertain system, affected with velocity
jumps. In order to present the contribution clearly, in
section 3, a mathematical background is shown. In section
4, the stability of the perturbed closed loop system,
using Twisting algorithm, is under study. In section 5
the closed loop system, using Twisting plus PD control
law, is analyzed. In both cases, finite time stability for the
closed loop system is concluded. Moreover, in both cases,
an upper bound of the convergence time is estimated. In
section 6, to support theoretical results, the control laws
are implemented in a numerical simulation and in section
7, presents the conclusions of this work. In Appendix I
and II, the mathematical proof of the main theorems of
this work are presented.

2. PROBLEM STATEMENT

The general model of second-order mechanical systems,
written in the state space form is given by

rT=y
y:f(xay)+7+5(tvxay)
x>0
y(th) = —ey(ty) if y(ty) <O,a(ty) =0 (1)

where z and y are the position and the velocity respec-
tively, 7 is the control input, and the nominal known
part of the system dynamics is represented by the func-
tion f(z,y), while the uncertainties are concentrated in
§(t,z,y). tg is the k" jump time instant where the velocity
undergoes a reset or jump, € denotes the loss of energy
and y(t;) and y(t,) represent the right and left limits
respectively of y at the jump time t;. The third equation
represents the dynamics with unilateral constraints on po-
sition z (see for example H. B. Oza and Spurgeon [2014]).
It is assumed that the jump event occurs instantaneously
within an infinitesimally small time and hence mathemati-
cally can be represented by Newton’s restitution rule given
by the fourth equality of (1).

For system (1) the following controller design is proposed
T=(U - f(z,y)) (2)
where U is a new input control.
Uy = —asgn(z) — Bsgn(y) — pr — dy 3)
with «, §, p and d are positive constants.

Indeed, according to (Orlov [2005], Theorem 4.2), the
disturbed system (2-3) renders the finite time stability,
regardless of whichever disturbance ¢ with a uniform upper

bound
|0z, y)| < M, (4)
where M is a positive constant, for ¢ > 0, affects the system

provided that
O<M<pf<a-M (5)
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The method of nonsmooth transformation Brogliato [1999]
is employed to transform the impact system (1-2-3) into
a jump free system. Let the nonsmooth transformation be
defined as follows:

x = |s|,y = Rvsgn(s), R =1 — ksgn(sv), k =

The variable structure-wise transformed system

$=Rv
v = R-'sgn(s) (U(Js), Rosgn(s)) +6(8) (1)
is then derived by employing (6) ( see section 1.4.3

Brogliato [1999] ). By combining (6), the controller (3) can
be represented in the transformed coordinates as follows:

U(|s|, Rvsgn(s)) = —a— Bsgn(sv) — p|s| — dRvsgn(s) (8)

Substituting (8) into (7), the closed-loop system in the new
coordinate frame can be obtained as follows:

$= Rv

v=—R71! (asgn(s) + Bsgn(v) + ps + Rdv — sgn(s)é(t))

)

Notice that the origin s v = 0 of the system (9)
corresponds to the origin 1 = z9 0 of the system
(1-3). Note that the transformation is not invertible,
one starts from the closed-loop system (9) and that the
original dynamics can be recovered via (6). The solutions
of system (9) are well defined in the sense of Filippov (see
Filippov [1988]) . Furthermore, such formulation admits
both friction and jump phenomena, while guaranteeing
existence of solutions.

Previous results for the considered systems defined above
are presented in the next section.

3. BACKGROUND

Some notions, fundamental for the rest of this work, are
now recalled. The notation of some theorems was modified
for readability. Let consider the closed-loop nonlinear
system

T=y

§=—asgn(z) — Bsgn(y) +6(z,y) (10)
where §(z,y) is denoted as equation (4) and M € R is a
positive constant.
In Santiesteban et al. [2010] the following theorem was
reported:
Theorem 1. Santiesteban et al. [2010] Let

4v/2
Y2 < T’Yl(ﬁ_M)\/a (11)
and
a—M>p>M (12)
be satisfied then the function
V(z,y) = a?na® + yolz|Fsgn(z)y
1
+omlzly? + iyt 1,2 € RT O (13)

4



is a strict Lyapunov function for system system (10). Then
all trajectories of the perturbed system (10) converge to
zero in finite time transient with a maximal duration of

22 Oy 0(0),y(0)
and k5 = {y2(— = M), an (8= M), 72, 37 (8 — M)}

Let consider the closed-loop nonlinear system

(14)

trcach

T=y
y=—asgn(z) — Bsgn(y) — pr —dy +d(z,y)  (15)
Theorem 2. Santiesteban et al. [2010] Let
1 29 14 4
Wz, y)=V(z,y) + 5pmay” + p"nle|
2 5
+ pay|z|® + gd72|x|§
717’723p7d€]]-:{+ (16)

a strict Lyapunov function for the perturbed system (15),
where

4v2

Y2 < T’Yl(ﬂ - M)V (17)

holds for all ; > 0, ¢ = 1, 2, and let the parameters o and
[ be such that the condition

a—M>p>M (18)
is satisfied. Then the system (15) is global finite time stable
around the origin with

9 N 2\/5mn71 (ﬁwé(x(O),y(O)O

aWs(zo,y0) a2

treach S
%717: 7"{5:{72(05_6_

M), av(B8—M), 172, 371 (8 — M)} as an upper bound for
time convergence for the trajectories to the equilibrium
point.

1 min(h,p)

and a = 3
Y1

In H. B. Oza and Spurgeon [2014] the following result was
reported:

Theorem 3. H. B. Oza and Spurgeon [2014] The closed-
loop impact system (1-3) and its transformed version (7 -
8) are globally finite time stable, regardless of whichever
disturbance w, satisfying condition (4) with M < 8 < o —
M, affects the system.

Now, in the following sections the main result of this paper
will be developed.

4. TWISTING ALGORITHM
In this section a stability analysis of the system
$=Rv

u:—R*%a%n@)+5gn@y—%n@w@g

is under study. Indeed, a strict Lyapunov function is
proposed in order to show finite time stability of the
system (19).

(19)

Theorem 4. if

a—M>pB>M

v \* 2.9 (1)
>(2R) 5 a(B-M) > (2R
: (2% ) V7 ) 32 (71 )
holds, then system (19) has finite time convergence to the
point (z,y) = (0,0) with
4
treach < Coni U%Vi(l‘(o),y(o))

as an estimation of the convergence time, with

(20)

(21)

Cmin = mln{ %72R7 ’YQR_l (Oé - 6 - M)a (22)

2mia(B— M)R™',m (8 — M)R}

and

_ 1
n= max{71a2R % Y2, 4V1R2} (23)

In the next section, the stability analysis of the system
(19) plus a linear PD controller will be treated.

5. TWISTING PLUS PD ALGORITHM

In this section a strict nonsmooth Lyapunov function is
proposed to show finite time convergence of the trajecto-
ries of the system

$=Rv (24)

p=—R! (asgn(s) + Bsgn(v) + ps + Rdv — sgn(s)é(t))

to the point (x,y) = (0,0) in spite of bounded external
perturbations, i.e. 6(t) # 0.

Theorem 5. if

a—-M>8>M

2 2
V2 s 2 9 <’YQ )
a>—R)| ; a(f—M)">—=| —R
(271 ) F=07= 55 M
holds, then system (24) has finite time convergence to the
point (z,y) = (0,0) with

trcach S mﬂéwg (l’(O), y(O)) (26)

as an estimation of the convergence time, with
. 3 -1 -1
Cmin—w = min 5’72R1 ’YQPR 1’72R o — ﬁ -M), (27)
2710(8 — M)R™Y,71(8 — MR, v1dR?, 271 dar,

71p(8 — M)R_lmpd}

and
2p—2 1 2 1
Nw =maxq Mo R™7,v2, na, Z’YlR 5P
1, —2 —2, 2 —1
1P 71R™% payR™%; gdwR (28)



Example 1. It is possible to fix y3 = R and 5 = € as a
small parameter, resulting in:

a>e>0; a(f—M)P?>e>0
and
Cmin—w = m1n{§eR eR_l (a _ ﬁ _ M)
27 ;
2a(8—M); (B— M)RZ} (30)
and
— max{ 2 S I e
nw—maX{QAmax(Pp), R, QPR’ 4pR :
paR_l' ngR_l} (31>
"5

This example has no other objective but to give an idea
how this positive constants work.

In the next section, in order to support theoretical results
a numerical experiment is under study using a one link
pendulum as test bed. Moreover, a numerical exercise is
used to show, for another example, how to fix the positive
constants y; and s.

6. NUMERICAL EXPERIMENTS

In this section a numerical simulation for the closed loop
system (1-3) and its jump free system (24) it is shown.
But first a numerical simulation for the system (1) with a
twisting algorithm is performed. Using appropriate initial
conditions z(tyg) = 2, y(to) = 1 and s(tg) =2, v(to) = [1 —
k]! and the parameter € = 0.9. Figure 1 (a) shows the
response of (1) with a twisting algorithm control law with
a = 2, § = 1 and the bounded disturbance M = 0.5,
also it’s shown the jump free system (19). To compute the
reaching time for system (19), 73 > 0 and 72 > 0 needs
to hold the conditions from (20), for this to be done, all
possible values for v;, i = 1,2, that holds for (20) are used
to compute (21). Figure 1 (b), (c) shows the control input
for systems (1) with twisting and (19) respectively.

treach < 58.05sec,v1 = 3.61,v, = 3.24

Now a numerical simulation for the system (1) using a
twisting plus PD algorithm (3) and its jump free system
(24) is displayed on figure 2 (a). The previous conditions
are again been used in addition of the PD gains p = 1,
d = 0.5. To compute the reaching time for system (24),
~v1 > 0 and 2 > 0 needs to hold the conditions from (25),
for this to be done, all possible values for v;, i = 1,2,
that holds for (25) are used to compute (26). Figure 2
(b), (c) shows the control input for systems (1-3)and (24)
respectively.

treach < 72.56sec,vy; = 1.67,v9 = 1.42

Furthermore, Figure 3 shows a performance comparison
between the two controllers proposed in this paper. As
we can see, the response given by (24) is faster and
smoother due to the addition of a linear part given by
the proportional and derivative controller.
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Figure 1. Systems (1) with a twisting control law and its
jump-free system (19)

7. CONCLUSIONS

Finite time Stability and an estimation of convergence
time of the double integrator with jumps in velocity and
bounded external perturbations is shown, using Twisting
and PD control laws. With this aim two non-smooth strict
Lyapunov functions are proposed allowing an estimation of
the upper bound of the convergence time. The performance
of the algorithms were shown by a numerical simulation, in
spite of bounded external perturbations. The closed loop
system showed to be robust and provide nice performance
in spite of unknown but bounded uncertainties. For future
work, this result can be easily generalized for multidimen-
sional case. Moreover, it can be extended when a state
variable is not available for measurement, then a finite
time observer can be applied.
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Delayed Observer Control for a
Leader-Follower Formation with Time-gap
Separation.
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Abstract: The main objective of this paper is to maintain a leader follower formation with
a time gap separation between the mobile robots, with this control, the longitudinal distance
variation between robots only depends on the leader velocity. The formation problem is solved
using an observer that serves as a virtual reference to the follower robot that, correspond to
the leader trajectory delayed 7 units of time. The strategy is theoretically formally proven, and

numerical simulations are presented.

Keywords: Time-gap separation, mobile robots, leader-follower formation.

1. INTRODUCTION

Mobile robots have been studied for many years, by using
formation of mobile robots several problems have been
solved and allowing dangerous, repetitive or security tasks,
as is the case of patrolling different areas with obstacles
Matveev et al. [2012]. For example, the cooperation among
robots to complete tasks in which is required a formation
that recreates a virtual structure to carry a heavy object,
or just to maintain a geometric configuration between
them Mehrjerdi et al. [2011] along a path. Some formations
with mobile robots try to imitate the animal behavior with
the objective of resembling a swarm or herd as in Sun
and Wang [2007] where controlling and switching different
formations between robots using synchronization to create
the swarm movement. Another techniques use robots that
move combining their sensors to improve the security
by maximizing the possibilities of detecting dangerous
situations, obstacles or covering areas on military search
and rescue tasks or even security patrols Balch and Arkin
[1998]. Sometimes, the formation can switch the leader
in order to maintain the formation while the real leader
avoids an obstacle and then the formation retakes the
original leader or completes a specific goal with all the
agents as a team Swaminathan et al. [2015]. In other cases
mobile robots are used in rescue and recovery tasks in
different environments as in Murphy et al. [2009], where
several robots are use in mining accidents to manipulate
fan doors, push aside obstacles, recolect gas, temperature
reading and video.

The leader-follower formation has been studied for many
years, is one of the most used formation, in some cases the
formation is only studied for one follower as in Consolini
et al. [2008], where only one robot is considered to prove
the stability of the formation with the proposed control,
In Tanner et al. [2004], Desai et al. [1998], the stability
conditions are stablished for a set of followers using graph
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theory to prove the stability of a chained leader-follower
formation, proving as well the conditions for safety and
robustness. Leader-follower formation in most of the cases,
is based on a longitudinal distance separation between
robots Kawabe [2000], thats why the follower robot does
not always track the same path that the leader robot
describes, especially when the leader goes in a curved path.
When the robots have to go on a predetermiated road,
tracking the described path of the leader robot is very
important. For that reason this paper focuses mainly in
a time-gap separation between the robots that maintain
the leader-follower formation, in contrast with most of the
papers that the objective is to maintain a predetermined
distance between the leader and the follower robot. This
strategy is used in Adaptive Cruise Control (ACC) as
in Bareket et al. [2003], where it has been shown that
it is better to maintain a time-gap separation on the
road that having a predeterminated distance. Taking into
consideration the analysis made in Seppelt and Lee [2007]
which shows the limitations of the ACC, it is possible to
say that maintaining a security distance by taking a secure
time-gap is better than only taking a secure longitudinal
distance.

A time-gap separation strategy to perform the leader-
follower formation is presented, the use of an observer that
estimates the time delayed trajectory of the leader mobile
robot serves as desired reference trajectory for the follower
robot.

The document is presented as follows: first, the kinematic
model of the mobile robot and the problem formulation
is presented. The development of the observer and its
convergence properties are presented in the next section.
The work continues presenting the observer based strategy
control together with its related convergence proof. Then,
numerical simulations with two robots are done to show



Fig. 1. Mobile robot type (2,0).

the performance of the proposed strategy. Finally, the
paper closes with some conclusions.

2. KINEMATIC MODEL AND PROBLEM
FORMULATION

It is considered a pair of differentially driven mobile robots
(tipe(2,0)) as shown in Fig. 1. Their kinematic model are
given by Canudas et al. [1996],

() cosf; 0
W) | = [sme, 0] | %D L Fp
ZZ.@ l 0 1] [wi(f)} M)

where (z;,y;) are the coordinates of the middle point of
the robot axis in the plane X — Y, 6, is the orientation of
the vehicle with respect to X and v;, w; are the linear and
angular input velocities respectively. It is assumed that
the mobile robots are made up of rigid bodies, the wheels
are non-deformable and they are moving on an horizontal
plane, the contact between the wheels and the ground is in
a single point of the plane and satisfy the pure rolling and
non-slipping conditions along the motion, and the robot
fulfills the non-holonomic constraint,

&;8in(6;) — g; cos(6;) =0 (2)
It will be set ¢ = L for the leader robot and i = I for the
follower one.

2.1 Problem formulation.

Consider a leader robot describing any feasible trajectory
on the X — Y plane. It is desired that a follower robot
tracks the trajectory described by the leader robot delayed
T units of time, where 7 represents the desired time gap
separation between the leader and the follower robot.

The delayed leader trajectory is obtained by considering
an input-delay observer based on the actual measurements
of the leader robot. Under these conditions, it is intended
that the follower robot tracks the delayed states provided
by the observer. This time gap separation, based on a
leader time delayed trajectory, is depicted in Fig. 2.

3. OBSERVER DESIGN

The development of the mentioned observer will be de-
scribed taking into account the following assumptions.
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Fig. 2. Leader-follower formation with observer.
Assumption 1. The leader mobile robot variables zp (t),

yr(t), 0r(t), vr(t), wr(t) are available for measurement.

Assumption 2. The input leader robot signals vy, (t), wr,(¢)
are bounded for all ¢, this is

sup {vr} < vp, sup{wr} < wp
for some positive constants vy, wy.

(3)

To desing the observer for the delayed leader trajectory,
consider the delayed variables,

wi(t) =zp(t—7), wa(t) =yt —7), ws(t) =0L(t - (T))

4
Notice that the variables defined in (4) are available for
design purposes based on Assumption 1. Hence, by taking
the time derivative of (4), it is possible to obtain a virtual
system that will serve as a reference for the follower robot,
W (t)

given by,
lws(t)] l 1 '

Based on the virtual system (5), a delayed observer can be
proposed in the form,

() vp(t —7) cps(wg(t —7))
v (t = 7) sin(ws(t — 7))

wr,(t —7)

(5)

uf)l(t) v (t — 1) cos(w3(t)) + Arew, (t)
ws(t) | = [UL(t — 1) sin(W3(t)) + Ageuw, (1) 1 (6)
b3 (1) WL (t—T) + Ageyw, (1)

where,

61111 (t)
ew, (1) = w2 (t) — w2 ()
ews (1) = w3 (t) — w3 (t)

are the observation error variables, and A1, Ao, A3 are
constant positive design gains.

3.1 Observation error analysis

To analyze the observation error, a change of coordinates
is done in the form,
cos(ws) sin(ws)
—sin(ws) cos(ws)
0

€1
€2
€3

this is,



€1 = ey, cos(ws) + ey, sin(ws)
€9 = —€y, sin(ws) + €4, cos(ws) (9)
€3 = €y

The observation error dynamics is obtained by taking the
time derivative of (9). Taking the first line, and defining
AL = A9 = A,

€1 = €y, COS(W3) — €4y, W3 sin(ws) + €4, sin(ws)
+eq, 13 cos(ws)
= v (t — 7)2sin? (6—23) — ey + eqwp(t — 7).

Now with the second line of system (9),

€9 = —€y, SIN(W3) — €4y, W3 cos(w3) + €y, cos(ws3)
— e, W3 sin(ws)
=wvp(t —7)sin(es) — Aea — eqwy (t — 7)

finally,

és=wr(t —7) —wr(t —7) — Az€u,

—)\363.

The observation error dynamics is,

é1=—Xey +vr(t — 7)2sin? (%3) + eqwp(t —7)

ég=—Xea +vp(t — 7)sin(es) — eqwr(t — 7) (10)
ég = 7)\363.

The observation convergence properties can be formally

stated in the next lemma.

Lemma 8. Suppose that Assumptions 1 and 2 are satisfied
and that A, A2, A3 > 0. Then, the states defined by the
observer given in (6) exponentially converge to the leader
robot trajectory delayed 7 units of time.

Proof. Notice first that for A3 > 0,
é3(t) = —Ases(t) (11)
is exponentially stable, so, now the problem reduces to

demonstrate that e; and es also converge to the origin.
With this aim, define,

é(t) = [ea(t) ea(t)] (12)
then, the dynamics of eq(t), ea(t) can be expressed in the
form,

&(t) = Ae(t) + Fles, d)or(t —7) (13)
where,
. A wp(t—T
v BT
Fes, d) = [251?2 (;)] . (15)
sin(es)

To show the convergence to the origin of €(¢), notice that,

||F(63,1D)UL(t - 7')|| < ||F(63,1D)|| lop| < Bles| v, (16)
with 8 > 0. Therefore, F(e3,w) tends to zero as es(t)
converges to the origin, regardless of the evolution of e (¢)
and eq(t). Therefore, F'(es, w)vr, (t—7) is a vanishing signal
for the system given by (13), this fact implies that the
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exponential convergence of the observation errors e;(t),
e2(t) depend on the perturbation-free system (13) this is,
on the system,

e(t) = Ae(t) (17)
A candidate Lyapunov function of the form,
1 1

produces

V = 61é1 + 62é2
=ej(—Xer +eqwr(t — 7)) + ea(—Aex —eqwp(t — 7))

2 2
Ael — Aej

1 1
= =2V

This concludes the proof.

In what follows, the estimated state w(t) will be used
as a desired trajectory for the follower robot in order to
solve the leader-follower formation problem. Notice that 7
represents the time gap between the vehicles.

(19)

4. TIME GAP TRACKING CONTROL STRATEGY

Consider the follower robot dynamics,

Zp(t) cos(0r)vp(t)
yF(t) = [Siﬂ(@p)ﬂp(t) ] (20)
ap(t) wF(t)

and take into account the reference trayectory of system
(6). From system (20) it is possible to initially define,

.fF =UVF COS(HF) = fl

yF:'UF Sil’l(gp) 252 (21)
HF =wWprg = 53
for
£ =1y — k17
§o =1 — kay (22)
§3 = w3 — k30
with
T= rp — ’Li)l
Yy=yr — w2 (23)

0=0p — s
From (21) it is obtained,

cos? (0 )vp + sin?(0p)vp = &1 cos(Or) + & sin(0r) (24)

so the control signals are,

vp = (w1 — k17) cos(0p) + (w2 — k2§) sin(0p) (25)
(26)

To analyze the tracking error, consider now the new error
signals,

wr :li)g — kgé



es, cos(fr) sin(fp) 0 z
[652] = l—SiD(QF) cos(fr) O | | ¥ (27)
€s, 0 0 1]1|#

The dynamic of the tracking error can be obtained by
taking the time derivative of system (27). Notice that,

és, = Zcos(0p) — i0p sin(0r) + jsin(0p) + J0r cos(0r)
=vp —vp(t —7)cos(es;) + wr(es,) — A1y, cos(OF)
—Aoey, sin(fp),

The second line of (27) produces,

és, = —&sin(0p) — i0p cos(0p) + g cos(0r) — §0p sin(0r)
=wr(t — 7)sin(es,) — wres, + A1eqy, sin(fr)
— g€y, cos(fr).

Finally,

o
=wpg 71@3.

The tracking error dynamic takes the form,

és;, =vp —vp(t — 7) cos(esy) + €5, Wp — A€y, cos(0F)
— o€y, sin(fr)
(28)

és, =vp(t —7) sin(ess) — €5, Wp + A1€y, sin(fF)

—Aa€y, cos(OF)

és3 =Wp — k39

Notice that the control signals, in the new coordinates (27)
with k1 = ko = k, take the form,

wp =13 — kses,
vp = —kes, vr(t — 7) cos(es, ) + Azeqy, sin(fr) (29)

+ 1€y, cos(fF)
4.1 Controlled system with observed states

System (28) in closed loop with the control signal (29),
produces the system,

és, = —kes, + e5,W3 — kzeg, €5,
s, = —€5, W3 + ke, €55 + M1 (30)
é83 = _k3683

where,

my = v (t—7) sin(es, )+ (e sin(es, +e, ) —ea2 cos(es, +e;))

is a time varying term that do no explicitly depend on the
tracking errors es, and e,,. Notice from (30) that ey, is
exponentially stable, and remember that e;, e and e3 are
exponentially stable, so the stability of (30) can be stated
by considering the subsystem,

€s

L =—kes, + €5, W3 — kseg, e,

ész = _es1w3 + k3651683 (31>
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Remark 4. Note that the variable m;(¢) depend on the
observation errors ej(t), es(t) and on the tracking error
€s, (), that have previously been proven that exponentially
converge to the origin. Therefore m4(t) — 0 as t — oo .

Since the functions m, is independent of eg, (t), es,(t), it
can be considered as an exogenous input signal. This fact
allows to establish the stability of the closed loop system
given by system (30) in terms of the free-perturbation
system (31).

Lemma 5. Suppose that k, k3 > 0 and that the angular
input velocity of the follower robot satisfies for all ¢ that
wg(t) # 0. Then, the closed loop tracking error dynamic
given by Eqn. (30) is asymptotically stable. Consequently,
the observer-based feedback (29) asimptotically solves the
time-gap tracking problem associated with the leader and
follower robots.

Proof. The statement of the lemma is equivalent to state
the stability of system (31). With this aim consider the
candidate Lyapunov function,

V= 20+ 50 (32)
therefore,
V= €sy (t)ésl (t) + €5, (t)és, (t)
= —ke? (t). (33)
Under this condition, it is clear that,
vV <o.

Therefore, the states of the system given by Eqn. (31)
are stable. To show that the states converge to the origin,
notice that V' is uniformily continuous since V' is bounded.
Invoquing Barbalat’s lemma Slotine et al. [1991], V' — 0
and consequently, from the first line of (31) it is obtained

0= e,, w3 — kses, Esy (34)
this is,

(35)

Considering the assumption that wg # 0, thus s # 0, and
taking into account that e;, — 0, it is clear that e;, — 0
as t — oQ.

(ﬁlg - k3653)€32 =0

5. NUMERICAL SIMULATIONS

To show the effectiveness of the observer-based solution
proposed in this work a three petals geometric trajectory
is proposed for the leader robot. This path involves ori-
entation and velocity changes that influence the relative
distance between the robots. The equations that describe
the desired leader trajectory are given as,

x = 0.2(a + b) cos(npt) cos(pt)

y = 0.2(a + b) cos(npt) sin(pt) (36)

where n = 3 corresponds to the number of petals, a =

13, b=17, p = (27/20). Equation (36) allows to define the
input signals for the leader robot as,

o= VEAP, wy - D

@+ 37

wy, =



Table 1.

Robot x(m] y[m] O[rad]

Leader 4 0 w/2
Follower 4 0 /2
Observer 3 -05 0
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Fig. 3. Leader follower formation
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Fig. 4. Observation errors

The initial conditions for the simulation are shown in Table
1. The gain used for the observer is A = 4, and the gains
used for the control law are set as k1 = ko = 2, k3 = 4.
The time-gap separation was considered as 7 = 1lsec.

The time evolution on the plane of the leader, the follower
and the estimated trajectories are shown in Fig. 3.

The observation errors ey, (t), ey, (t) and ey, (t) are de-
picted in Fig. 4 where it is shown their fast convergence.

The tracking position errors ey, (t), es,(t) and ey, (t) are
shown in Fig. 5 and the control signal evolution for both,
the leader and the follower robots are shown in Fig. 6.
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Fig. 5. Position tracking errors
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Fig. 6. Control signal evolution

Notice that despite the initial conditions errors, all the
signals converge adequately as expected by the theoretical
developments.

Figure 7 shows the evolution of the position in z,y of the
observer, leader, and follower robot.

It is evident that the time gap separation of 7 = lsec.
is kept along the simulation after the transient has
passed. Meanwhile in Fig. 8, it is shown how the sep-
aration or relative distance between the robots d(t) =
V(L —2r)2 + (yr — yr)?) varies accordingly to the ve-
locity of the robots in order to satisfy the time gap sepa-
ration.

6. CONCLUSIONS

Based on a delayed observer strategy, the leader-follower
fomation is solved for a pair of differentially driven non-
holonomic mobile robots. It is shown that under the as-
sumption of a leader angular velocity different from zero,
the observation and tracking errors exponentially converge
to the origin while a desired constant time gap is main-
tained constant between the vehicles. Numerical simula-
tions show the efectiveness of the proposed leader-follower
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Fig. 8. Relative distance between leader and follower
robots

solution. The simulations shown that the proposed control
law can solve the problem of leader follower formation
tracking the same path that the leader robot performed.
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Abstract:

In this work we provide a design method of preserving order observer-based dynamic output-
feedback controllers for a family of discrete-time linear systems. This design considers the
absence and/or presence of disturbances/uncertainties in the discrete-time systems. The control
problem is focused in two purposes: (i) the stabilization of closed-loop systems by means of upper
and/or lower estimations, and (ii) the state estimation preserves the partial-order with respect
to the real state trajectory at each instant time. The proposed method studies the properties of
Lyapunov stability and cooperativeness. The first property determines the exponential stability
of the closed loop system (with controller) in combination with exponential convergence to zero
of the observation errors, when there are no uncertain terms, while the second one ensures
the partial ordering between upper/lower estimations with state. The observers gain can be
computed through a solution of a Bilinear Matrix Inequality (BMI) and a Linear Matrix

Inequality (LMI).

Keywords: Discrete-Time Systems, Preserving Order Observers, Interval Observers,

Cooperative Systems.

1. INTRODUCTION

An especial class of robust state estimators, the so-called
preserving partial-order observers have been successfully
used, for instance, in biological, electric, hydraulic systems,
positive and compartmental systems and many other ap-
plications, in order to estimate uncertain/disturbed dur-
ing the last fifteen years (Gouze et al., 2000; Alcaraz-
Gonzalez et al., 2002; Bernard and Gouze, 2004; Avilés
and Moreno, 2009, 2013; Mazenc et al., 2013; Avilés and
Moreno, 2014; Mazenc et al., 2014; Raissi et al., 2012).
This observers, based in the cooperativeness theory (An-
geli and Sontag, 2003; Hirsch and Smith, 2004, 2005),
provided upper and/or lower estimations, which can form
an interval containing the real state trajectory, instead of
estimating true values of the uncertain non-measureable
variables. The precursor design appeared in (Gouze et al.,
2000), where the interval observers were proposed, which
are constituted by a preserving upper and lower partial-
order observer; represent a interesting technique to esti-
mate parameters and unknown variables of biotechnologi-
cal processes.

Several works have been proposed for discrete-time sys-
tems (Mazenc et al., 2013; Efimov et al., 2013a; Avilés
and Moreno, 2015b); they are inspired by the g<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>